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1. Introduction
The living cell is the most complex structure, known to

man, in the micrometer size range. On the road to understand
its many and complex chemical reactions and exploit the
enormous industrial potential it represents, a reductionist
approach at the whole-cell level can clearly be beneficial.
Molecular genetic engineering offers a way to create a
simplified cell.

Even the simplest cell is made up of tens of millions of
molecules of thousands of different kinds interacting in a

complex cellular network.1 However, since the cell is a self-
organizing entity with most of the cell’s hereditary informa-
tion needed for structure and function coded in its genes,
cell simplification can be reduced to the task of engineering
the genome, the long chain of the DNA molecule.

Genome reduction projects are motivated by both academic
and industrial interests with the most fundamental questions
of life at heart. How far can the simplification go? What is
the minimal gene set needed for sustaining life in a defined
environment? Can we reduce the genome to a point where
all components and reactions can be fully cataloged and
characterized? Such whole-scale reductions as well as
bottom-up approaches of synthesizing entire genomes with
the ultimate goal of building a living cell might be far off.
However, on the practical side, improvement of certain
cellular functions by streamlining genomes is existing reality.

Currently, the subjects of such undertakings are prokary-
otic genomes. The gene set of a prokaryotic cell can be
relatively small (down to∼400 genes),2-5 and bacteria
exhibit lower cellular complexities than eukaryotes.6 Over
500 prokaryotic genomes have been fully sequenced to date
(http://www.ncbi.nlm.nih.gov/genomes/lproks.cgi). The enor-
mous amount of data produced by the genome sequencing
projects combined with the genetic/biochemical knowledge
accumulated over the past decades provides an unprecedented
degree of understanding of the prokaryotic cell. For the best-
known model systems, like theEscherichia colicell, systems
biology approaches have been producing constantly improv-
ing metabolic and regulatory network models displaying
increasing predictive power.7,8 From the technical point of
view, some well-studied prokaryotes are readily amenable
to genome engineering. Their easy handling is due to their
single-celled nature, the fast replication cycle resulting in
large population size, the established selection schemes, and
an array of sophisticatedin ViVo DNA-modifying techniques.9

As early as 1994, somewhat before the publication of the
first bacterial genome sequence, systematic genome size
reduction ofE. coli was suggested by Koob et al.10 The
proposal was based on the notion that the full complement
of the bacterial gene set is not needed under defined
conditions in the test tube. Selective removal of genes needed
only to meet the challenges of a changing natural environ-
ment would relieve the cells from running unused pathways
and building up unnecessary products. A simplified, fully
defined cell to which metabolic activities needed for a
particular application are added could than be more ef-
ficiently grown under a controlled laboratory or bioreactor
environment. Although this mechanistic assumption of
engineer’s remains largely to be proven, most current
experimental genome reduction projects follow this line of
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thought. Thus, it is important to note that current genome
minimization projects do not aim directly to create a fully
minimal genome. Rather, the immediate goal is to reduce
the gene content to a point where the streamlined cell still
retains its favorable characteristics, including robust growth
without the need for special nutritional requirements.

It is not a trivial task to define portions of the genome
that are not needed under defined conditions. Obviously,
there is a core set of cellular functions, mostly those involved
in information processing, that must be kept intact.11 The
genomes of endosymbionts, products of intensive natural
genome reductions, can give us clues as to what must be
retained.12 Extended genome comparisons as well as genome
reduction simulations based onin silico deletions in meta-
bolic network models help to predict the effects of dele-

tions.13 Gene essentiality studies,14 based mostly on ran-
dom15-18 (e.g., high-throughput transposon mutagenesis) or
systematic19-22 gene inactivation and use of antisense
RNA,23,24 provide empirical data on individual genes. Ge-
nome comparisons of closely related bacterial strains are
highly informative, revealing a core genome for the particular
species and identifying a set of genomic islands specific for
the particular strain.25-27 These islands, presumably hori-
zontally acquired gene packages with niche-specific func-
tions, are obvious targets of systematic reduction efforts.28-30

Deletion of parasitic DNA, phages, and transposons can
reduce the mutagenic flexibility of the genome, needed in a
stressful environment, but might be beneficial in the labo-
ratorial/industrial setting by increasing genomic stability.31

All the information inferred from computational and
empirical approaches might not be enough to predict the
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effect of gene deletion on cell physiology. Even the best-
known organisms contain a large number of genes (>10%
of the total) with unknown functions.32 Moreover, most of
the interactions of the cellular constituents and, consequently,
the concerted effects of individual, sequential deletions are
largely unknown. However, this is by no means a fatal
problem for experimental genome reduction approaches. If
a particular deletion in a sequential series proves to be
deleterious under the desired conditions, taking one step back
and continuing with another reduction path can alleviate the
problem.

In the past 5 years systematic experimental deletion works
resulting in substantial genome reductions were reported for
three prokaryotic organisms.E. coli andBacillus subtilisare
important model systems with biotechnological and industrial
interests, whileCorynebacterium glutamicumis a principal
object of the amino acid fermentation industry. Improvements
of certain strain characteristics, including increased genome
stability and higher plasmid and protein yields inE. coli31

or increased transformation efficiency and plasmid stability
in B. subtilis,30 have been reported in connection with the
genome reductions. Clearly, the reductionist approach is
starting to bear fruit, and the present paper aims to review
recent theoretical and experimental progresses on genome
minimizations.

2. Minimal Gene-Set Concept
The availability of hundreds of complete genome se-

quences of vastly different sizes reformulates one of the
central questions in biology: What is the smallest set of
genes sufficient and necessary to maintain cellular life?
Clearly, the notion of minimal gene set is only meaningful
when associated with well-defined sets of environmental
conditions.11 For instance, genes encoding enzymes for the
biosynthesis of amino acids should only be present in the
minimal genome if amino acids were not available in the
environment. Thus, the absolute minimal gene set would
correspond to the smallest group of genes that is sufficient
to sustain a functioning cellular life form under the most
favorable conditions, that is, in the presence of a full
complement of essential nutrients and in the absence of
environmental stress.33

There are currently two conceptually different ways to
derive a minimal genome.34 The bottom-up approach aims
at constructing artificial chemical supersystems capable of
replication and evolution with no macromolecules provided
as nutrients.35,36This research program, traditionally pursued
by investigators of prebiotic chemistry, is motivated not only
by the prospect of building a simple model of complex
natural cells but also by the possibility to gain better insight
into the origin of life on Earth.37,38 Although lab-designed
cellular life is far from reach, there have been serious
attempts to build subsystems of primitive cells (protocells)
(for reviews, see refs 36 and 38). Moreover, plans have been
put forward to construct modern cells by encapsulatingin
Vitro synthesized DNA and cellular protein machineries
within a lipid bilayer.35,39 In addition to defining the list of
genes to be encoded by such a synthetic genome, bottom-
up approaches also need to identify those macromolecular
components and small molecular metabolites that have to
be provided to kick start the artificial cell.

In contrast to these bottom-up strategies, the top-down
approach starts from existing organisms with the aim of
simplifying their genome, arriving at minimal (or at least

reduced) gene sets. Although genome minimization sounds
less complicated than synthesis of a cell from scratch, efforts
to streamline existing genomes face several theoretical and
technical challenges: What is the most efficient experimental
protocol to delete a large number of genes? How to decide
which genes to delete and which ones to keep? How one
can predict the effect of deletions on cell physiology? What
is the impact of environmental circumstances on the com-
position and size of minimal gene sets? Is there a unique
minimal gene repertoire under a given condition, or may
many complementary minimal gene sets be available?

3. Naturally Evolved Minimal Gene Sets
Organisms with nearly minimal number of genes not only

are goals for biotechnological applications but also occur in
nature. Although most bacteria possess∼2000-8000 genes,
the smallest natural bacterial genomes contain less than 1000
genes, often in the range of 400-600 (Table 1). Organisms
with an especially small number of genes are invariably
obligate host-associated bacteria, suggesting that a small
complement of genes is sufficient to maintain life under the
nutrient-rich, constant environment provided by the host.40

Obligate dependence on host cells could result from either
parasitic or mutually beneficial relationships. One of the well-
described examples on the latter comes from studies on
endosymbiotic (intracellular) bacteria of insects, such as
Buchnera aphidicolastrains. These bacteria provide certain
nutrients missing from the host diet (for a review, see ref
41). In contrast, severalMycoplasmaspecies are human
pathogens and harbor only a few hundred genes.

Phylogenetic studies demonstrated that host-dependent
bacteria with near-minimal gene sets are by no means
remnants of ancient life forms but rather represent evolution-

Table 1. Lifestyle and Number of Protein Coding Genes in
Different Organismsa

organism lifestyle
no. of protein
coding genes

γ-Protebacteria
E. coli K12 free living 4289
P. aeruginosa opportunistic pathogen 5570
B. aphidicola str.APS intracellular mutualist 564
B. aphidicola str.Cc intracellular mutualist 357
W. glossinidia intracellular mutualist 621

R-Protebacteria
C. crescentus free living 3737
A. tumefaciens plant pathogen 5402
R. prowazekii intracellular parasite 834
W. pipientis wMel intracellular parasite 1158
W. pipientis wBm intracellular mutualist 805

Firmicutes
B. subtilis free living 4099
M. genitalium obligate host-associated

parasite
482

U. urealyticum obligate host-associated
parasite

650

P. asteris intracellular parasite 754

Archaebacteria
P. furiosus free living 2065
M. mazei free living 3371
N. equitans obligate host-associated

parasite
536

a Gene numbers of bacteria with different lifestyles information on
gene numbers were extracted from the Genomes OnLine Database164

(GOLD, http://www.genomesonline.org/) except forM. genitalium,
where an updated number was taken from ref 18.
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ary derived conditions:42-44 their tiny gene sets evolved from
much larger genomes through massive loss of genes,
including those no longer required in the intracellular
environment.40,45In addition to relaxed selection pressure on
specific gene functions, host-associated lifestyle also entails
reduced population sizes relative to free-living relatives,
resulting in mutational deterioration of weakly selected
genes.45 Drastic genome shrinkage can occur on a relatively
short evolutionary timescale: the free-living ancestor of
Buchnerahas lost approximately 75% of its genome since
it switched to an endosymbiotic lifestyle approximately 200
million years ago.46 Moreover, the process of bacterial
genome reduction has been observed in laboratory experi-
ments47 and chronological isolates of a human pathogen from
the same patient,48 suggesting that rates of DNA loss can be
occasionally very high and possibly moulded by natural
selection.

Although different host-associated bacteria have nearly the
same number of genes (Table 1), comparative analyses of
fully sequenced genomes revealed substantial differences in
the composition of the gene sets retained by these organisms.
For example, only approximately 50% of the genes conserved
among intracellular mutualistic bacteria have been detected
in obligate host-associated parasite species.40 The observed
diversity of evolved minimal gene sets may be the product
of at least three fundamental processes. First, in many cases,
genome reduction independently occurred in different lin-
eages; hence, there must have been significant differences
in the initial genetic makeup. Second, due to variation in
selective forces imposed by the host, host-associated bacteria
have evolved different lifestyles, reflected in variation in their
genetic repertoires, and functional and metabolic capacities.41

Although the biggest difference lies between parasitic and
mutualistic lifestyles, more subtle variations in the nature
of the host-endosymbiont relationships are also prevalent.
For instance, even though the mutualistic bacteria of aphids
and tsetse flies are phylogenetically closely related, they
provide different sets of nutrients for their hosts (essential
amino acids and vitamins, respectively41) and hence show
considerable differences in their gene contents. Finally,
diversity in reduced genomes could also arise from historical
contingencies. Differences in the order of gene deletions can
have an influence on the evolutionary outcome when
essential cellular functions are encoded by redundant gene
sets in the ancestral genome.45 In this case, elimination of
one such set would render the other one indispensable and
vice versa.13,46 The role of historical contingency on the
outcome of reductive evolution could only be assessed if
we could “replay life’s tape”,49 that is, if evolution of minimal
genomes could be repeated from the same ancestor and under
identical selective conditions. In principle, both laboratory
microbial evolution experiments47 and computational tools13

could be used to investigate repeated evolution of minimal
gene sets under controlled conditions (see below).

The rapid accumulation of information on extremely
reduced genomes and the fact that many of these organisms
are phylogenetically related to well-studied free-living
bacteria provide a unique opportunity not only to better
understand the evolution of endosymbiosis but also to aid
laboratory genome minimization efforts. First, investigation
of the lifestyles and gene inventories of endosymbionts could
give clues on the set of genes that are indispensable and
hence should be retained in an engineered minimized
genome.12 Second, the selective regimes leading to genome

shrinkage in host-associated bacteria could be mimicked in
laboratory evolution experiments with the aim of evolving,
rather than designing, reduced genomes.47

4. Estimating the Size and Gene Content of
Minimal Genomes

Any engineering approach on genome minimization faces
the problem of identifying those genes that can be removed
from the genome without seriously compromising cell
viability. Several strategies, both computational and experi-
mental, have been suggested to predict the set of genes that
should be retained in a minimal genome. We discuss these
approaches and their potential limitations below.

4.1. Comparative Genomics Approach

Attempts to determine the minimal gene set by genome
comparisons are based on the idea that genes that are shared
between distantly related organisms are likely to be essential
for cellular life.12,50 Although a comparison of the first two
completed bacterial genomes provided an estimate of 256
genes for the minimal set,50 analysis of∼100 genomes shows
that only 63 genes are ubiquitous.11 This discrepancy points
to the main limitation of the method: numerous essential
cellular functions can be performed by unrelated proteins
which show no sequence similarities to each other in different
organisms, resulting in the nonubiquitous presence of the
corresponding genes across species. For example, the
principal replicative DNA polymerase of eubacteria fails to
show sequence similarity to its functional counterparts found
in archaebacteria and eukaryotes.33 Moreover, when each
ubiquitous gene is required to be present in every genome,
the size of the ubiquitous set will be artificially small due to
sequencing and annotation errors or detection difficulties at
low degrees of sequence conservation.51 Hence, one cannot
rely exclusively on the comparative approach as it may
substantially underestimate the size of the minimal gene set.
A further limitation of the method is that environmental
dependence of the minimal gene repertoire cannot be directly
addressed under this framework.

Despite these apparent difficulties to define the smallest
set of genes by comparing extremely distant genomes, the
comparative approach could offer invaluable insights on core
gene sets conserved across closely related organisms by
identifying strain-specific, horizontally transferred genomic
islands,27 which are most likely to be dispensable in lab. For
example, genome comparison of differentE. coli strains was
employed to infer a reduced though not absolute minimal
E. coli genome (a so-called core genome).31

4.2. Large-Scale Gene Inactivation Studies

An alternative approach to infer the set of genes essential
for cellular life is to experimentally identify those genes
whose individual inactivation causes inviability. Recent
advances in functional genomics techniques enabled the
genome-wide identification of such essential genes in various
organisms, including bacteria,15-20,22,24,52-55 yeast,56 and
worm.57 Surprisingly, the fraction of essential genes proved
to be low in almost all organisms investigated, typically in
the range of 10-30%11 (Table 2). The one current exception
is the highly reduced genome of an obligate host-associated
parasiteMycoplasma genitaliumin which more than three-
quarters of the genes are required for growth.18

Systematic Genome Reductions Chemical Reviews, 2007, Vol. 107, No. 8 3501



Why do so many genes seem to be dispensable under
laboratory conditions? First and foremost, most assays
typically score mutants as being viable or not. This is the
crudest of distinctions and fails to capture even relatively
large effects on growth rates. Indeed, a nontrivial fraction
of viable yeast mutants exhibits a measurable growth defect
under normal conditions.58-60 Second, laboratory conditions
often fail to detect genes required under special environ-
mental conditions and may therefore overestimate the fraction
of nonessential genes.61,62It is tempting to speculate that the
relatively low frequency of dispensable genes in the genome
of Mycoplasmareflects its strict host-associated lifestyle that
has enabled the evolutionary loss of genes needed only under
specific environmental conditions.61 Finally, loss of many
dispensable genes can be compensated by other genes in the
genome63 due to either the presence of functionally redundant
gene copies64 or operation of alternative cellular pathways.65

The presence of such compensatory genetic interactions
pose a serious difficulty for attempts to determine the
minimal gene set based on single-gene inactivation experi-
ments or by comparative genomics: genes that are individu-
ally dispensable may encode essential functions and hence
may not be simultaneously dispensable.12 Thus, the set of
essential genes of any organism is expected to represent only
a subset of the minimal genome. A better understanding of
the cell’s compensatory capacity would be needed to
circumvent this difficulty. We need a catalog of gene sets
that encode all essential cellular functions. Although promis-
ing approaches have been developed for high-throughput
identification of pairwise genetic interactions in yeast,66,67

an exhaustive mapping of interactions requires construction
of an enormous number of combinations of multiple-gene
deletant strains.

While the above considerations suggest that the complete
set of nonessential genes is unlikely to be simultaneously
dispensable, the reverse might also be true: many apparently
essential genes can be deleted in combination with other
genes. For example, although construction of anE. coli strain
carrying a single-gene deletion in theyefM antitoxin gene
was not successful,22 yefMcould be deleted as part of larger
chromosomal segments containing its toxin-encoding locus,
yoeB.68,69 Moreover, transposon mutagenesis might over-
estimate the essential gene set by misclassification of

nonessential genes that slow down cellular growth without
arresting it (but might also miss those that can tolerate
transposon insertion).20

4.3. Computational Systems Biology Approaches
A complete understanding of the relationship between

genotype and phenotype would greatly facilitate the design
of minimal genomes and render the above inference ap-
proaches unnecessary. Mathematical models relating gene
content to cell physiology would inherently account for
genetic interactions and enable the simulation of minimal
gene sets under various environmental conditions. Although
such a comprehensive mathematical representation of a whole
cell is out of reach at present, models of various cellular
subsystems (e.g., metabolism,70,71 cell cycle,72 signal trans-
duction73) are becoming increasingly available.

Most computational efforts13,74,75 to minimize biological
systems have focused on metabolic networks, the best
characterized cellular subsystem. Genomic information coupled
with biochemical and physiological knowledge has enabled
the reconstruction of genome-scale biochemical reaction
networks for microorganisms.70 Although traditional dynamic
analysis of these large-scale networks is currently hindered
by the lack of detailed kinetic information, a new modeling
framework, the constraint-based approach, has been intro-
duced to deduce the metabolic phenotype from the geno-
type.76 The constraint-based approach attempts to narrow the
range of possible phenotypes that a metabolic system can
display based on the successive imposition of governing
physicochemical, biological, and evolutionary constraints.76,77

Despite its simplicity, applications of constraint-based mod-
eling of theE. coli metabolic network have already yielded
numerous key theoretical insights on the nature and evolution
of minimal genomes. First, it has been quantitatively
demonstrated that the minimal set of reactions capable of
supporting growth is strongly dependent on the environment
and growth efficiency requirements imposed on the net-
work.74 Second, theoretical support has been given to the
notion that the catalog of essential genes is only a subset of
the minimal genome: apparently, single-gene deletion studies
underestimate the minimal metabolic gene set by about
45%.13 Third, repeated simulations of successive gene loss
events have revealed that various functionally equivalent
minimal networks, differing in both gene content and
number, can evolve even under identical conditions and
starting gene sets.13 Differences in the composition of the
minimal networks can be attributed to the presence of
alternative pathways in the ancestral network and differences
in the order of gene deletion events during the repeated
simulations. Thus, different sets of alternative metabolic
routes can be lost in repeated rounds of evolutionary
simulations, resulting in a distribution of minimal networks.
Finally, the same simulation framework has been applied to
model the gene loss of endosymbionts, which are closely
related toE. coli. Starting from the present-day metabolic
network ofE. coli and mimicking the endosymbiotic lifestyle,
the model predicts the outcome of genome reduction leading
to endosymbiontBuchnerawith 80% accuracy.13 There is,
however, a general caveat for application of constrained-
based methods: some of the computationally derived mini-
mal metabolic networks might not be kinetically feasible.75

An alternative approach is to design a minimal cell model
that can perform well-defined sets of cellular functions and
try to infer the required genetic instructions from the

Table 2. Percentage of Essential Genes and Number of Protein
Coding Genes in Different Organismsa

organism
no. of protein
coding genes

est % of
essential genes ref

M. genitalium 482 79 18
H. pylori 1590 17 52
H. influenzaeRd 1850 38 19
S. aureusN315 2594 25 24
M. tuberculosisH37Rv 4402 15 17
B. subtilis 4099 6.6 20
E. coli K12 4296 7.1 22
S. typhimuriumLT2 4597 11 53
C. glutamicumR 3052 22.6 54
F. noVicida U112 1719 23 55
S. cereVisiae 5794 19 56
C. elegans 19 099 7 57

a Note that estimates of gene essentiality are based on different gene
inactivation methods and therefore these figures should be compared
with caution. Information on gene numbers were extracted from the
Genomes OnLine Database164 (GOLD, http://www.genomesonline.org/)
except forM. genitalium,18 E. coli,22 andS. cereVisiae,165 where updated
data were used from the literature.
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biochemical blueprint.78 This goal can be accomplished by
building a minimal coarse-grained model of a bacterial cell,
which is functionally complete, with growth rate, composi-
tion, division, and changes in cell morphology as natural
outputs from dynamic simulations.79 Such a coarse-grain
model uses pseudochemical components (or modules) that
are aggregates of distinct chemical species that share similar
chemistry and metabolic dynamics. This bottom-up compu-
tational representation provides a framework in which the
modules can be delumped into chemical and genetic descrip-
tions while maintaining interconnections and dynamic fea-
tures with all other components in the model. For example,
a detailed description of nucleotide metabolism, including
12 genes, has been successfully integrated into such a whole-
cell model.78

A key future goal would be to combine theoretical findings
with experimental genome minimization efforts. First, it
remains to be seen whether computationally predicted
minimal gene sets would be able to maintain a living cell.
Second, general theoretical conclusions on the nature of
alternative minimal genomes desperately need experimental
verifications: it is unclear, for example, whether functionally
(nearly) equivalent alternative minimal gene sets may be
achieved experimentally.

5. Techniques of Experimental Genome
Reductions

5.1. General Strategies
Theoretically, culturing a population of cells by serial

passage under conditions favoring loss of genetic material
could lead to smaller genomes. Selection for faster replication
or reduction of the energy burden on cells growing in poor
nutrient conditions combined with periodical population
bottlenecks allowing fixation of mutations have been sug-
gested to favor deletional processes.80,81 Defects of the
methyl-directed mismatch repair system might also result in
increased deletion rates.82 However, there is no obvious
relationship between genome size and doubling time. The
primary determinant of growth rate seems to be translational
efficiency.83 Experimental evolution by serial passage,
designed to test spontaneous genome reduction inSalmonella
enterica, yielded a 0.05-2.5 bp per chromosome per division
deletion rate.47 This rate is too low for practical applications.
A much higher rate of random deletion generation could be
achieved by combination of engineered composite trans-
posons and serial passage.84 An attractive feature of this
approach is that it allows us to explore different order of
deletion events, possibly leading to alternative minimal gene
sets. However, it also suffers from at least two major
drawbacks. First, an adequate selective protocol for smaller
genomes is still lacking. Second, by the very nature of this
strategy, deletions are largely random with respect to
genomic location and hence can only be identified by
laborious genetic mapping or resequencing the genome.

In contrast, targeted approaches provide straightforward,
controlled genome reduction schemes. In well-studied organ-
isms molecular genetic engineering tools allow rapid, precise
deletion construction, and the depth of the genomic and
physiological knowledge of the target cell allows hypothesis-
driven deletion path design. Therefore, genome reduction by
rational design, i.e., by targeted removal of genes judged to
be dispensable on the basis of available empirical knowledge,
is currently the most powerful approach.

Physicochemical specificity of a selected genomic locus
lies in its nucleotide sequence. This specificity provides the
basis for targeting the locus by the homologous recombina-
tion machinery, a ubiquitous enzymatic system involved
primarily in DNA maintenance.85 Statistically, an 11-base
segment represents a unique sequence in a 4-megabase
bacterial genome. In practice, longer (40-1000 bp) segments
are usually involved in the gene-targeting process depending
on the mode of action of the particular recombination
enzymes exploited in the engineering process. Deletion
constructions usually require two consecutive recombination
steps. First, an artificially assembled DNA construct, carrying
one or two “homology arms” (DNA segments homologous
to the genomic regions flanking the desired deletion) and a
selectable marker gene, is inserted into the targeted locus of
the genome by homologous recombination. In the second
recombination step the marker gene is excised from the
genome, leaving behind a clean deletion, preferably devoid
of all exogenous sequences (“scarless deletion”). Otherwise,
littering the genome with remnants of the constructions (e.g.,
target sites of site-specific recombinases or resistance mark-
ers) can result in polar effects (e.g., turning off or on
neighboring genes) or genomic rearrangements and can
prevent subsequent, serial manipulations.86,87

These basic recombination steps come in many variations,
both species- and laboratory-specific, involving a plethora
of enzymes. Circular plasmid DNA as well as linear DNA
segments can be used to target the genome. Homologous
(general) recombination is mediated by the cell’s own
enzymatic (RecA-centered) machinery or phage-borne re-
combinases (e.g., RecET87 or lambda Red system88,89).
Excision of the exogenous sequences can be selected for by
application of counterselectable markers.90 Site-specific (Cre/
lox,91,92 Flp/frt93,94) recombination is frequently used to
facilitate the excision step. General, P1 phage-mediated
transduction95 can complement the engineering arsenal,
allowing assembly of individually constructed deletions in
a single strain.

5.2. Basic Deletion Methods

5.2.1. Suicide Plasmid-Mediated Procedures

Suicide plasmids are convenient delivery vehicles of DNA
constructs destined for insertion into the genome.96 The
plasmids can be made nonreplicative in the target host by
creating nonpermissive conditions for replication (e.g., by
inactivating a heat-labile replication initiator protein at higher
temperatures97 or withdrawal of a replication protein supplied
in trans98,99). Alternatively, the plasmid construct can be made
in a permissive host and then electroporated in a target cell
not supporting replication.10,100,101The method is outlined
in Figure 1. A suicide plasmid, carrying a targeting DNA
fragment composed of two homology arms (500-1000 bp
each), assembled by recombinant PCR and homologous to
the flanking regions of the planned deletion, is transformed
in the cell. The plasmid can integrate into the chromosome
via RecA-mediated single crossover involving one of the
homology arms and the corresponding chromosomal region.
The cointegrate is selected by its antibiotic resistance at the
nonpermissive conditions for plasmid replication. It is noted
that the flanking homology arms are duplicated in the
genome at this point. Resolution of the cointegrate can occur
spontaneously by intramolecular recombination involving
either pair of homologies, resulting in either restoration of
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the wild-type sequence or the desired, scarless deletion. To
identify the resolved products, screening or counterselection
schemes, based on the integration of additional marker genes
in the suicide plasmid (e.g.,lacZ for screening,102 sacB103-105

or rpsL68 in E. coli andupp106 in B. subtilis for counterse-
lection), have been developed.90,107,108This system can be
improved even further by facilitating excision of the inte-
grated plasmid. One example for such a mechanism is
induction of replication of the integrated plasmid by provid-
ing permissive conditions. This activity not only enriches
the culture for resolved cells by impairing chromosomal
replication in unresolved ones97 but also, in the case of
rolling-circle plasmid replication, can increase the rate of
cointegrant resolution.109 Another efficient mode of enhanc-
ing the excision step is based on introduction of an 18-bp
meganuclease cleavage site110 in the suicide plasmid. Cleav-
age of the genome at this unique site creates a double-strand
break, stimulating recombination and selecting for the
cointegrate resolution simultaneously.111 In any case, a final
screen (e.g., phenotypic analysis, PCR test, Southern hy-
bridizadion, or sequencing) is needed to distinguish the wild-
type and the deletional products of resolution.

5.2.2. Linear DNA-Mediated Procedures

Linear DNA-based methods87,88,112,113are particularly suit-
able for large-scale genome modifications because no time-
consuming cloning steps are required. (Variants of the
method, worked out forE. coli, are depicted in Figure 2.)
Targeting fragments, carrying a selectable marker gene and
terminal homology arms, are assembledin Vitro by PCR and
transformed in the host cell. The construct is integrated into
the genome by a double crossover via the terminal homolo-
gies, replacing the segment to be deleted. To evict the
inserted exogenous sequences in a second recombination
step, various alternatives have been worked out including
(i) site-specific recombination between specific sequences
flanking the marker gene,86,87(ii) replacement of the insertion
with a second targeting fragment comprising only of the
flanking homologies, combined with a selection scheme
based on a counterselectable marker carried by the first
fragment,87,108and (iii) excision by intramolecular recombi-

nation via duplicated segments created by the inserted
fragment.28,105,106

The procedure developed forB. subtilisby Fabret et al.106

is based on the ability of the bacterium to bind, take up, and
integrate exogenous DNA in a naturally competent physi-
ological state. During internalization the DNA is cleaved
randomly and one of the strands is degraded. For efficient
integration the internalized strand must carry relatively long
(>400-500 bp) terminal homologies. Subsequent removal
of the inserted selection marker is selected for on 5-fluo-
rouracil-containing plates by theuppcounterselection scheme,
involving intramolecular recombination between short flank-
ing direct repeats (30 bp) included in the design of the
targeting fragment.

In E. coli internalization of double-stranded linear DNA
can be achieved by electroporation.114 However, the DNA
is rapidly degraded in the cell by the exonuclease activity
of the RecBCD complex,115 precluding simple use of PCR-
generated fragments. The stability problem is circumvented
by use of bacteriophage-encoded recombination systems. In
a popular scheme theλ phage red and gam genes are
transiently expressed in the host cell prior to electropora-
tion.86,88,89,116While Gam inhibits the exonucleolytic activity
of RecBCD,117,118Red Exo (5′-3′ exonuclease119,120) and Red
Bet (ssDNA binding protein121,122) promote recombination.
Since efficient recombination by the Red system requires
only short (40-60 bp) terminal homologies,89,116 short
homology extensions of PCR primers allow simple assembly
of the targeting fragments. For efficient marker gene excision,
enhancement techniques (e.g., introduction of a double
stranded break [DSB] between duplicated segments28 or use
of counterselectable markers106) are usually needed.

5.2.3. Additional Tools: Site-Specific Recombinases and
Transposons

Site-specific recombinases Cre91,92 and FLP93,94 are ef-
ficient tools for various genome manipulations. Randomly
integrating transposons as well as targeting fragments inserted
into the genome by either a suicide plasmid- or by a linear
DNA-mediated method are often designed to carry recogni-
tion sites for site-specific recombinases. Recombination
between these sites can then be used to remove marker genes
or delete genomic segments between two insertions.86,87,123-125

The frequently used Cre/lox and FLP/frt systems share many
features. Both Cre and FLP recognize specific, 34-bp
sequences (calledloxP and frt, respectively) and catalyze
cleavage and ligation of a pair of sites in a wide range of
hosts.87,102,123,124If two recognition sitesin cisare in the same
directional orientation, the reaction results in deletion of the
genomic segment flanked by them. The process is highly
efficient; however, from the point of view of serial genome
manipulations, it has the major drawback of leaving a single
recognition site in the genome. Multiple use of the recom-
binase would result in accumulation of recognition sites,
making recombination unpredictable. This problem can be
circumvented using mutant recombinase target sites. The 34-
bp recognition site consists of a 13-bp palindrom interrupted
by an 8-bp asymmetric sequence. A pair of recognition sites
carrying a single mutation each, on different halves of the
palindrom, can be good substrates of the recombinase.126,127

In turn, recombination between the single-mutant sites results
in a double-mutant site, which is a poor substrate, and will
not interfere with further manipulations involving the re-
combinase. This ingenious solution allows repeated use of

Figure 1. General scheme of the suicide plasmid-based deletion
procedure. Boxes A and B represent>500-bp DNA segments
flanking the genomic region to be deleted. AbR stands for an
antibiotic resistance marker gene; ori indicates a replication origin
functioning only under permissive conditions.
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the site-specific system;128 however, the deletion created is
not scarless, and problems of genomic instability and polar
effects associated with introducing repeat sequences in the
genome still persist.

Imprecise excision of transposons can generate random
deletions in the chromosome.129,130 A Tn5-based deletion
technology was described forE. coli; however, due to the
promiscuity of Tn5, it should be applicable to a wide range
of bacterial species (Figure 3). A composite Tn5 derivative,
carrying an external and a different internal pair of transposon
ends, is integrated in the genome by electroporating pre-
formed transposome complexes in the cell. Integration occurs
via the external ends. A mutant transposase, active on the
internal ends, is then expressed from the transposon. In-
tramolecular transposition via the internal ends can produce
either inversions or deletions of various sizes, extending from
the site of the original insertion. Deletion formation results
in loss of transposon DNA, with the exception of a linker
sequence. The procedure can be repeatedly used in the same
cell, resulting in a series of random, scarred deletions.84

6. Genome Reduction Projects

6.1. E. coli
E. coli K-12, despite its relatively large genome size

(∼4500 genes131), is an ideal subject of genome reduction
projects. Due to its long history as a favored model organism
in the laboratory, a wealth of physiological and genomic
knowledge has accumulated over the years. Simple culturing
conditions, the availability of extensive molecular genetics
tools, and its short generation time make the technically

challenging genome minimization feasible. Thus, it is not
surprising that most genome reduction efforts to date have
focused on this organism. In addition to the knowledge the
genome minimization generates, the practical aspects of the
projects are also motivating.E. coli has been extensively
used for production of DNA, recombinant proteins, and
metabolites of pharmaceutical, industrial, and agricultural
interests. Streamlining the genomes might result in cell
factories with enhanced production capabilities.

Comparison of the pathogenic O157:H7 EDL933 and
CFT073 and the nonpathogenic K-12 MG1655 genomes
revealed a mosaic-like structure: the common backbone of
gene strings was interrupted by genomic islands (GIs)
specific for the particular strain.25,26 The backbone regions
generally encode basic core functions that are necessary
regardless of the environmental niche. GIs are presumably
horizontally acquired DNA fragments, which contain a
disproportionate share of genes with unknown functions as
well as genes for toxins, virulence factors, and metabolic
capabilities that may be advantageous in the niche the strain
is adapted to. Islands may also be loaded with parasitic or
“junk” DNA: transposable elements, phages, pseudogenes,
and gene remnants. Strain-specific islands (K-islands) rep-
resent∼20% of the total K-12 MG1655 genome. It can be
argued that sinceE. coli evolved in the intestinal tracts of
animals, it has many genes, most of them coded on GIs,
that are not relevant to practical laboratory or industrial
applications and some that may be detrimental. This notion
is supported by the findings that even under poor nutritional
conditions, only 75-80% of the genes are expressed at
detectable levels.132,133

Figure 2. Overview of theλ Red-mediated, linear DNA-based deletion method. Arrows in different styles indicate three alternative routes
for generating deletions. A, B, and C represent arbitrarily chosen 40-60-bp DNA segments (homology boxes). AbR and csm stand for an
antibiotic resistance marker and a counterselectable gene, respectively. Target sites for Cre recombinase are indicated as loxP. S represents
an I-SceI cleavage site.
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6.1.1. Random Genome Reduction by Transposon
Technology

Specializing in transposon biology and utilization, Gory-
shin et al.84 developed a powerful tool that can be applied
to gene essentiality studies and minimal genome construction
work.

The specialized Tn5 transposon-derived deletion system,
used in the study, is described above (section 5.2.3). By
repeating the random integration/deletion cycle 20 times,
several different multideletion strains ofE. coli MG1655
were constructed (Figure 3). Using pulse field electrophore-
sis, the extent of genomic reduction was estimated to lie
between 100 and 262 kbp. DNA-microarray analysis was
performed with the genomes of the two most extensively
engineered strains for precise mapping of the deletions.
Interestingly, only 9 and 11 chromosomal deletions were
detected. This indicates that not all rounds resulted in loss
of genomic material. Even more surprising was the fact that
large segments of up to 146 kbp were deleted. Using a
variation of this technique they managed to rescue the
genomic segments neighboring different Tn insertions on a
conditionally replicative plasmid and were thus able to
investigate the essentiality of the genes carried by them. The
advantages of the transposon-based deletion method are (i)
no previous knowledge is needed concerning the sequence
or dispensability of the targeted bacterial genes, (ii) the Tn5
transposase was shown to be active in all tested bacterial
species, and (iii) the deleted segments can be saved as

plasmids. These make the technique highly adequate for
screening of different bacterial genomes for essential genes.
Moreover, several different multideletional strains can arise
in a single experiment, allowing directed evolution, provided
that appropriate selective conditions can be imposed. On the
other hand, the randomness of the integration site and
deletion size renders this approach less useful for the precise,
planned construction of a minimal genome. Also, a 64-bp
linker is retained in the chromosome after each deletion
event, and the probability of unwanted genomic rearrange-
ments increases with the accumulation of sequence repeats.

6.1.2. Semirandom Genome Reduction

To demonstrate the feasibility of a combinatorial deletion
technique in identification of essential genes and genome
minimization, Yu et al.69 performed a 6.7% reduction of the
E. coli MG1655 genome.

Using modified Tn5 transposons, carrying either Kan or
Cm resistance markers, two random Tn-insertion libraries,
consisting of 400 mutants each, were constructed. The
location and orientation of each insertion mutant was mapped
by sequencing. Next, selected mutants were combined in a
single cell using P1-transduction, and the chromosomal
segment flanked by the insertions was excised by Cre-
mediated recombination of the tandemloxP sites of the
transposons. By repeating the procedure, four large deletions
were accumulated in the genome, totaling 313 kbp (Figure
4). A total of 287 ORFs were removed, 179 of which
encoded proteins of unknown function at the time of
publishing. Not all deletions could be combined: “mutually

Figure 3. Details of the Tn5-based deletion technique.84 Km and
Cm denote resistance genes for Kanamycin and Chloramphenicol,
respectively. White and black triangles represent the respective
external and internal ends of the transposon. Tn-EK/LP is a mutant
transposase, active only on internal ends. The deleted DNA can be
rescued as a plasmid if an appropriate origin of replication is present
next to the Cm gene.

Figure 4. Deletion map of reduced-genomeE. coli strains. Rings
depict features mapped to the genome ofE. coli K-12 MG1655,
numbered on the perimeter in kbp. Outward from the center, (1)
essential genes (www.shigen.nig.ac.jp/ecoli/pec/index.jsp), (2) strain-
specific K-12 genomic islands longer than 4 kbp, (3) set of deletions
constructed by Goryshin et al.,84 (4) another set of deletions
constructed by Goryshin et al.,84 (5) set of deletions constructed
by Yu et al.,69 (6) set of deletions constructed by Hashimoto et
al.,68 and (7) set of deletions constructed by Po´sfai et al.31 The
fraction of the genome deleted in each project is indicated on the
respective ring. If two deletions were close to each other, one was
colored gray for better visibility. ORI and TER indicate the origin
and terminus of replication, respectively.
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exclusive” deletions were thought to harbor genes coding
for alternative essential functions. The growth rate of the
deletion strain was measured in LB medium, and it did not
significantly differ from that of the wild-type.

This semirandom deletion procedure has some limitations.
In order to reach a saturated Tn5 mutant pool, where all
nonessential genes are interrupted, an extremely large number
of transposon mutants needs to be sequenced. Without such
a saturated mutant pool not all deletions can be precisely
engineered. Furthermore, use of this genome-modification
system requires multiple steps, and the Cre/lox excision
results in exogenous sequences remaining at the deletion
sites. Cumulative piling of deletions in the genome thus
requires removal of these exogenous sequences byλ Red-
mediated manipulation. Nevertheless, the availability of
mapped mutant pools allows the rapid construction of
virtually any single genomic deletion, facilitating gene
essentiality studies and specific strain constructions.

6.1.3. Genome Reductions via Targeted Strategies

In an attempt to probe the limits of genome reductions in
E. coli MG1655, Hashimoto et al.68 constructed a set of
medium-sized and long deletions and combined some of
them to maximize the total amount of DNA deleted (Figure
4).

Deletions were constructed using the linear DNA/λ Red-
mediated method. In order to stabilize the targeting DNA
fragment and facilitate its integration into the genome,
deletions were constructed in arpsL strain in whichrecBC
was replaced with theλ red region. Targeting DNA frag-
ments were constructed by a two-step PCR reaction and
comprised of acat, rpsL, sacB(CRS) cassette, flanked by
short homology arms. Whilecat allows positive selection
by chloramphenicol,rpsL and sacBare used for counter-
selection by streptomycin and saccharose, respectively. After
electroporation of the fragment into the bacterial cell,
genomic cointegrants were selected on Cm-containing plates.
Such intermediate deletion constructs were transferred in a
multideletion strain by P1 transduction. The CRS cassette
was then eliminated by P1-transducing the cells with DNA
fragments containing the “clean” deletion and applying
counterselection. (Strains with individual “clean” deletions
were separately constructed by transforming the cointegrant
cells with the PCR-generated “clean” deletion joint and
applying counterselection.)

End points for the 16 long deletions, ranging in size from
41 to 301 kbp, were planned by combining data from the
literature concerning gene essentiality with previous experi-
mental results of separately engineering 75 medium-sized
deletions. By stepwise transduction of the 16 long-sized
deletions into one cell a series of deletion strains was
constructed with genome size reductions up to 29.7%
(1 377 172 bp) of the parental chromosome. Deletion ac-
cumulation was confirmed by pulse-field gel electrophoresis
and DNA microarray analysis. The DNA content of the
deletion mutants was also measured by flow cytometry and
found to be decreased compared to the parental strain.

Phenotypic analysis of the deletion mutants revealed a
significant increase of the generation time of growing cells,
more or less in parallel with the increasing number of
deletions. In addition, a marked change of cell size and
nucleoid organization was observed in the multideletion
strains. Cells proved to be wider and those harboring 13 or
more deletions were also found to be longer as compared to

wild-type. Accumulation of deletions reduced cellular protein
content by 23-25%. Also, instead of having a single
nucleoid midcell or two nucleoids at 1/4 and 3/4 cell lengths,
the multideletion cells had four or more randomly distributed
nucleoids in the cellular periphery. The proportion of such
cells increased in parallel with the combined deletion size.
The cause of this abnormal nucleoid positioning remains
unclear. The phenotypic traits listed above were not observed
on the individual deletion strains, which brought about the
conclusion that they arose as the result of synergistic defects
in multiple genetic systems controlling related cellular
processes.

In a mostly technical paper Fukiya et al. reported the
individual deletions of a 117 and a 165 kbp region ofE.
coli.125 Their method involves integration ofloxP-containing
DNA fragments by the Red system into the two ends of the
target sequence. This is followed by introduction of the Cre
recombinase into the cells on a plasmid, leading to efficient
deletion of the genomic fragment flanked by theloxP sites.
Retainment of oneloxP site and an antibiotic marker within
the genome, however, necessitates use of further engineering
techniques if serial accumulation of deletions is desired.
Nevertheless, the Red-Cre/lox technique can be a useful
engineering tool, especially for construction of extremely
large deletions.

The genome reduction work by Kolisnychenko et al.28

targeted the standard laboratory strainE. coli K-12 MG1655.
The objective of this research was to eliminate as many of
the unnecessary genes as possible without interfering with
beneficialE. coli characteristics, including the robust meta-
bolic performance and rapid doublings in both rich and
minimal media.

Precise, scarless deletions were constructed mostly by a
λ Red-mediated method. The PCR-generated targeting frag-
ments were constructed to carry the actual postdeletion
sequence joints. Thus, integration of a fragment byλ Red-
type recombination creates a duplication of the segment
flanking the joint. Cleavage of the inserted DNA by
meganuclease I-SceI introduces a DSB between the dupli-
cated segments and stimulates their intramolecular recom-
bination. Eventually, repair of the DSB by this recombination
event results in a scarless genomic deletion (Figure 2).
Individually constructed deletions were accumulated in a
single strain in a cyclic fashion: deletion intermediates
carrying the selection marker gene were sequentially trans-
ferred into the target cell by P1 transduction, and the deletion
was made scarless by DSB-stimulated recombination.

Deletion target selection was primarily based on identi-
fication of strain-specific genomic islands by comparative
genomics involving threeE. coli strains. The largest K-
islands were selected as the targets of the deletion work.
Deletions were in some cases extended into neighboring
genes judged to be dispensable based on the available
experimental evidence. A total of 12 segments, ranging in
size from 7 to 82 kbp, were sequentially deleted from the
MG1655 chromosome, resulting in an 8.1% (or 376 kbp)
reduction in genome size. The multiple deletion strain (MDS)
with 12 deletions (MDS12) displayed growth rates similar
to that of the parent strain in both rich and minimal/glucose
media.

Following this pilot project, trimming of theE. coli
genome was continued. Starting with MDS12, Po´sfai et al.
constructed a series of MDS cells up to MDS43, a strain
carrying 43 deletions31 (totaling 15.3% of the genome or 743
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genes) (Figure 4). To identify deletion targets (primarily GIs
and mobile genetic elements) genome comparisons were
extended to six sequencedE. coli genomes.

One of the major goals of this round of deletions was to
remove all mobile genetic elements from the genome.
Prophages, insertion elements, transposases, and multiple
sequence repeats (e.g., Rhs elements) disseminated through-
out the genome, mediate genomic rearrangements, including
inversions, deletions, transpositions, and horizontal gene
transfers.134 A major consequence of the lack of mobile
elements was an increased genomic stability. It was shown
that the overall mutation rate of the genome decreased by
20-25%, and this decrease was due to the lack of ISs.
Mobile elements in the chromosome of the host present a
constant source of contamination of DNA propagated in the
cell. Plasmid DNA prepared from non-MDS hosts was
always contaminated with IS-containing DNA. In an extreme
case a plasmid carrying an apparently toxic chimeric gene
could be recovered from non-MDS hosts only in IS-mutated
forms. In contrast, plasmids prepared from IS-less MDS cells
were free of IS contamination, and the unstable plasmid could
be cloned and recovered in unaltered form. Increased stability
of plasmids with inverted repeat sequences was also observed
in MDS cells. The streamlined strain MDS42 (42 deletions)
was tested for electroporation efficiency. Surprisingly, the
deletion strain performed 2 orders of magnitude better than
MG1655. The increased efficiency was probably the result
of multiple, uncharacterized synergistic interactions resulting
from removal of a number of genes (>180) which are known
or predicted to be associated with the cell membrane. One
could speculate that their cumulative influence on the
membrane composition might result in better access for DNA
to the depolarized membrane.

6.1.4. Lessons of Parallel E. coli Genome Reductions

It is important to formulate the goals of a particular
genome reduction approach. Random and semirandom
reduction schemes69,84 can be useful for gene essentiality
studies or directed evolution experiments. A targeted ap-
proach aiming at construction of improved biotechnological
strains, in conjunction with an empirical data-driven proce-
dure to carefully select deletion targets, has already produced
reduced-genome cells (MDS) displaying emergent beneficial
properties.31 More extensive deletions aimed at maximizing
the extent of reduction yielded the smallestE. coli genome
to date (∆16), but the somewhat indiscriminative removal
of large segments resulted in aberrant cell morphology and
increased doubling time.68

It is becoming clear that, in accordance with early
predictions,135 a large proportion of the genome is not needed
under defined conditions in the laboratory. It is also clear
that there are several different but partially convergent
pathways leading to reducedE. coli genomes. This is
illustrated by the differences and overlaps in the targets of
the various approaches (Figure 4). Nineteen of the 43
deletions in MDS4331 (15.3% reduction) represent a partial
subset of the 16 large deletions (29.7% reduction) present
in the strain maximally reduced to date.68 The other 24 of
43 deletions are, however, unique to MDS43.

Surprisingly, a large number of deleted genes are listed
as essential in a transposon mutagenesis-based gene-es-
sentiality study.16 For instance, MDS43, a strain with no
apparent disabilities, lacks 121 genes marked as essential
by Gerdes et al.16 This underscores inherent uncertainties of

the high-throughput transposon mutagenesis method: the
transposon mutant pool might not be large enough to include
hits of all nonessential genes, growth disadvantage of some
mutants might mask their dispensability, and some individu-
ally lethal mutants might be viable in combination with other
mutations. We note that a list of essentialE. coli genes (PEC;
http://www.shigen.nig.ac.jp/ecoli/pec/index.jsp) identified by
more stringent criteria, including the availability of condi-
tionally lethal mutants or failure of obtaining deletion
mutants, shows no discrepancy with the MDS deletions: all
genes classified as essential are left intact in the genome of
MDS43 (Figure 4).

All systematic deletion efforts view the genome as a set
of genes and ignore the poorly characterized structural
organization of the nucleoid or other potential higher-order
spatial genome patterns.136 The surprisingly large average
size of deletions generatedin ViVo by the transposon-
mediated technique employed by Goryshin et al.84 contrasts
their in Vitro results and supports the notion that chromo-
somal DNA has a compact nucleoid body with supercoiled
domains that brings distant points into close proximity.
However, the remarkable tolerance of the multiple deletion
E. coli cells indicates that the structural requirements of
higher organization might be flexible enough to accom-
modate large-scale changes of the genome.

The two replichores (oppositely replicating halves) of the
E. coli genome are nearly identical in size. Rearrangements
affecting this size balance can have deleterious effects on
replication.137,138The moderate change in replichore length
difference in the MDS cells (up to 183 kbp) had no
significant impact.31 On the other hand, the∆16 strain
displayed a reduced growth rate that can be due to the larger
difference of the replichores (256 kbp) and/or removal of
the terminus region.68

The chromosomal architecture was also shown to have
an impact on gene expression: the orientation and chromo-
somal position of certain highly expressed genes seem to be
shaped by selective pressure. For instance, ribosomal RNA
genes are co-oriented with DNA replication and clustered
in the proximity of the replication initiation region.139,140This
ensures efficient transcription and high gene dosage in fast-
growing cells due to the simultaneous progression of multiple
replication forks. Apparently, the serial deletions of MDS
cells do not significantly perturb these architectural effects.

6.2. B. subtilis
The well-studied Gram-positiveB. subtilis is a favored

organism of the fermentation industry.B. subtilisis consid-
ered to be a GRAS organism (generally recognized as safe),
contains no lipopolysaccharides (endotoxin) in its cellular
boundary, and has a natural transforming ability and a high
secretory capacity to export proteins into the surrounding
medium.141 These advantages underline the importance of
genome modification techniques available in this species and
explain the fairly large amount of genome engineering work
that has been carried out in attempt to optimizeB. subtilis
for industrial use.

A prototype general system for generating unmarked gene
replacements inB. subtiliswas developed by Leenhouts et
al.98 This technique is a suicide plasmid-mediated, homolo-
gous recombination-based genome engineering method,
adequate for use in cells which can be electroporated
efficiently. Using this method several genes ofB. subtilis
and L. lactis were mutated. In these studies only a few
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hundred base pairs were deleted from the genome. However,
serial deletion of large genomic segments can be achieved
with the use of this technique or its variants.

Systematic genome reduction ofB. subtilistargeted large,
presumably dispensable regions, including prophages (SPâ,
PBSX), prophage-like elements (prophage 1, prophage 3,
skin), and the polyketide synthase (pks) operon, ranging in
size from 13 to 134 kbp30 (Figure 5). These regions are
potentially important for survival in soil but seem to be
expressed at low levels under laboratory conditions. Doren-
bos et al.142 constructed aB. subtilis genome deleted for
prophage SPâ. This strain was the starting point of a large-
scale reduction project, conducted by Westers and co-
workers, leading toB. subtilis∆6, a strain harboring six
deletions.30 Interestingly, several variations of plasmid-based
deletion techniques were used to construct this strain.
Deletion of theskin element was performed by cloning the
flanking regions into a plasmid carrying a temperature-
sensitive rolling circle origin of replication.109 After trans-
formation of the target cells and selection of genomic
cointegrants the second recombination leading to plasmid
excision was facilitated by activation of the rolling circle
replication. The PBSX region was deleted in a similar
manner. Next, prophage 1 was deleted using another suicide
plasmid.98 Thepksoperon region was deleted separately by
use of an integration vector143 with an antibiotic-resistance
marker remaining in the chromosome, allowing transforma-
tion of the multideletional cell to yield a genome with five
deletions. Finally, prophage 3 was deleted in a multistep
procedure using additional suicide plasmids.144 Correct
deletion sizes were confirmed by PCR and/or Southern
blotting.

Deletion of the six genomic segments reduced theB.
subtilisgenome by 320 kbp (7.7%). An extensive comparison
of the multiple-deletion and parental strain concluded that
the characteristics relating to growth, viability, carbon
metabolism, protein secretion, competence, and sporulation

were unaffected by the deletions. Compared to wild-type,
the multiple-deletion strain was found to have a reduced
motility in 0.25% agar but an increased motility in 0.5%
agar. The secretion rate of a heterologous amylase protein
(AmyQ), though, was not changed by the deletions, indicat-
ing that no large energy resources were redirected toward
product formation or secretion. However,B subtilis∆6 has
one major advantage over the wild-type: deletion of the
BsuM restriction-modification system can increase the
transformation efficiency and plasmid stability in this host.30

In summary, the fact that the deletions left the physiology
of B. subtilisvirtually unaffected confirms the feasibility of
large-scale genome reduction in this species.B. subtilis∆6
could be a convenient starting point for future cell-optimiza-
tion projects, especially those aiming to minimize the
indigenous contamination of industrially produced molecules.

6.3. Corynebacterium glutamicum

Recently, C. glutamicum also became the object of
extensive genome engineering.Corynebacteriumstrains are
widely used for industrial production of amino acids, DNA,
and organic acids.145,146 Suzuki et al.102 identified strain-
specific islands (SSI) of theC. glutamicumR genome by
comparison to strain ATCC 13032 and developed several
versions of the Cre/lox method to delete them. In all cases,
plasmids with conditional replication origins were electropo-
rated intoC. glutamicumR and recombined into the genome.
These plasmids are easily propagated and engineered inE.
coli but do not replicate inCorynebacterium. Two plasmids,
carrying different resistance markers and aloxP site each,
were inserted into the two ends of the planned deletion via
cloned homology arms. After selection the recombinants
were transformed with a plasmid constitutively expressing
the Cre recombinase. In every case this leads to loss of the
genomic segment flanked by the inserted plasmids, leaving
a loxP site and a resistance marker behind.

Using a second, markerless version of the method Suzuki
et al.29 deleted 11 genomic islands ofC. glutamicumR
ranging in size from 9.8 to 55.6 kbp harboring from 4 to 58
ORFs, respectively. However, the individual deletions were
not accumulated in a single genome, most likely due to the
undesirable recombination potential of the multipleloxPsites
remaining in the genome. To circumvent this two further
techniques suitable for accumulating deletions within one
cell were developed.

In the first improved method105 one of the homology arms
is duplicated following integration of the construct into the
genome, similarly to the technique developed by Kolisny-
chenko et al.28 This provides adequate substrates for a second
homologous recombination event resulting in scarless loss
of the flanked genomic segment. This recombination step is
facilitated by I-SceI-generated DSBs. AsacB and a lacZ
gene, carried on the integrated plasmids, provide proper
selection and screening for this step, respectively. To increase
the ratio of recombinants losing the segment to be removed,
the DSB induction is combined with the action of the Cre
recombinase. This way, 25-50% of the resultant colonies
lose the targeted segment. The cells are cured of the plasmid
expressing Cre and I-SceI prior to the next deletion by
culturing in complex medium without antibiotics. In their
work, Suzuki et al.105 described the consecutive deletions of
three genomic islands ofC. glutamicumR, removing 73
genes and reducing the genome size by 67 kbp (Figure 6).

Figure 5. Genome reduction map ofB. subtilis168. Nucleotide
numbering is shown on the perimeter in kbp. Outward from the
center, rings depict (1) AT-rich islands166 (>60% in sliding windows
of 10 kbp with a step of 5 kbp; white boxes) and gene clusters
involved in the synthesis of polyketide and peptide antibiotics30,151

(shaded boxes) and (2) set of deletions constructed by Westers et
al.30 ORI and TER indicate the origin and terminus of replication,
respectively.
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The second method to serially introduce deletions into the
Corynebacteriumgenome was employed to engineer an even
more extensive genome reduction.128 Using suicide plasmids
different mutantloxP sites were introduced into the ends of
the segment to be deleted. These single-point-mutantloxP
sites are still good substrates of Cre. However, after their
resolution, a double-mutatedloxP remains in the genome,
which, due to its low affinity to Cre, does not interfere with
further genome manipulations involving the Cre/lox system.
Eight SSIs were deleted this way, removing 188 genes from
theC. glutamicumR genome, reducing its size from 3.31 to
3.12 Mb (Figure 6). Deleted genes included transposable
elements, prophages, genes for phenylacetic acid degradation,
and many genes of unknown function. Colony morphology
and growth characteristics were investigated in minimal
medium. In all cases, reduced-genome strains were found
to be unchanged as compared to wild-type. These strains
might represent a starting point for further streamlining and
can provide a suitable host for merging beneficial mutations
of production strains obtained by classical breeding tech-
niques.

7. Concluding Remarks
Engineered biological systems have been used for count-

less human purposes. The objects of these engineering efforts
were, basically, naturally evolved cells, adapted to promote
their own survival in a particular environment. Recently,
however, large-scale remodeling of cells to produce new,
tabula rasastrains became possible, and rational genome
reduction of bacterial cells can be an important avenue of
deciphering the basic building plan of the cell and producing
streamlined minimum genome cell factories147 for industrial
purposes.

Currently, most systematic deletion approaches are based
on targeted removal of genomic segments. The segments are
selected by a comprehensive strategy based on comparative
genomics, gene essentiality analysis, and metabolic pathway

studies. Despite the differences concerning the target cells
and engineering techniques and of thead hocselection of
reduction pathways some common themes emerge.

Several bacterial genomes display a dynamic, mosaic-like
structure where the core genome is interrupted by horizon-
tally acquired genomic islands.25,26,29,148-153 These islands are
loaded with phages, transposons, and genes with niche-
specific metabolic and regulatory functions. The genomic
islands can be relatively easily identified by comparing
genomes of close evolutionary relationship, and removal of
them could usually be accomplished without any deleterious
effect on basic cell physiology. Many genome reduction
projects targeted these genomic islands,28,30,128 and the
resulting cells represent various stages of core-genome
reconstructions. It seems plausible that full core-genome
constructs are technically and biologically achievable, and
these “first-generation” minimal cells would perform com-
parably or even better than wild-type cells. This is well
exemplified by theE. coli projects: removal of>40 genomic
segments, carrying mobile genetic elements and genes with
unknown or unnecessary functions, resulted in improved
genomic stability and tolerance of some toxic clones.31 A
full core-genomeE. coli is not out of reach: raising the
number of deletions to∼100 (or total genome reduction from
the current 15% to∼20%) would eliminate essentially all
gene-sized genomic islands.

While comparative genomics can provide the guideline
to first-generation minimal cells, construction of second-
generation cells would require carving into the core functions
of the cell. A key to this goal would be to successfully
combine experimental approaches with theoretical knowledge
of cellular networks, including computational predictions
based on metabolic and regulatory network reconstruc-
tions.154,155On the other hand, experimental verification of
theoretical predictions would greatly advance the model-
building efforts.

As discussed above, a mere set of genes does not fully
represent the information content of the genome. Beyond
the genes, higher-order chromosome structures might also
have a profound effect on cell physiology.156 More extensive
genome reduction plans will most likely benefit from a better
understanding of the large-scale architectural organization
of the genome.

It is anticipated that, starting with first-generation minimal
cells, further reductions will take many specific directions.
Construction of minimal cell factories for different products
(e.g., DNA, recombinant proteins, or small molecules) would
require different gene deletions. In addition to deletions,
heterologous genes or gene circuits could be added to the
genome to enhance certain characteristics.

An interesting avenue of minimal genome constructions
can be exploitation of the evolving nature of living sys-
tems: combination of targeted modifications with evolution-
ary adaptation.154,157,158New ultra-low-cost sequencing tech-
nologies159,160 will allow monitoring161,162 compensating
mutations at the whole-genome level in response to deletions.
These data, integrated with transcriptome, proteome, and
metabolic flux analysis,163 will help mapping interactions in
the cellular network.

The surprisingly extensive robustness and tolerance of
bacterial cells to large-scale genome modification, predicted
by systems biology approaches and confirmed by experi-
mental reductions, indicates the enormous potential that lies
in biological systems and awaits exploitation.

Figure 6. Genome reduction map ofC. glutamicumR. Nucleotide
numbering is shown on the perimeter in kbp. Outward from the
center, rings depict (1) strain-specific islands longer than 10 kbp29

(white boxes), (2) set of deletions constructed by Suzuki et al.,105

and (3) another set of deletions constructed by Suzuki et al.128 ORI
and TER indicate the origin and terminus of replication, respec-
tively.
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9. Note Added in Proof
Three recent reviews report on further ongoing genome

reduction projects inE. coli,167 B. subtilis,168 and the uni-
cellular eukaryoteSchizosaccharomyces pombe,169 aiming at
constructing minimum genome cells dedicated to protein
production.
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