
Understanding the causes of variation in protein evolu-
tionary rates is central for many fields, including molec-
ular evolution, comparative genomics and structural 
biology. Determining the rate of protein evolution (BOX 1) 
is arguably the most powerful general tool to quantify 
the relative importance of selection and genetic drift, and 
to identify selective forces from genomic data. Analyses 
of protein evolution also provide a unique tool for 
investigating issues such as the evolution of speciation1, 
senescence2 and social lifestyle3; and they facilitate the 
identification of functionally important sites (to be 
used in protein design, for example)4, peptides that are 
involved in human genetic diseases5, drug targets6 or 
protein interaction partners7. Observed rates of evolu-
tion can also be used to predict how different mutations 
might contribute to disease (BOX 2). The power of such 
analyses can be increased substantially if confounding 
factors that affect protein evolution are recognized and 
accounted for.

There has been a large increase in the amount of 
available genome-scale data in the past few years, 
prompting a re-examination of some classical assump-
tions about protein evolution. It is no longer tenable 
to suppose that protein evolution is only affected by 
selection on protein structure and function (for a dis-
cussion of this issue ahead of its time see REF. 8). There 
is now an increasing need to form a new integrated 
theory of protein evolution. We have both progres-
sively sophisticated methods to test the neutral theory 
of evolution9 and several, largely isolated ideas on how 
genomic, cellular and physiological properties affect 
the ratio of neutral and selected sites. An integrated 

view would combine these ideas and consider the 
global properties of proteins under a single conceptual 
framework. We anticipate that such a coherent theory 
will have far-reaching consequences on crucial prob-
lems in evolutionary biology (BOX 3), but, as discussed 
below, this description will require the integration of 
many elements.

Our review concentrates on the causes of rate vari-
ation across proteins that are encoded within the same 
genome; a brief discussion of the variation across spe-
cies is given in BOX 4. After reviewing the factors that 
are linked to genomic position, and therefore are inde-
pendent of individual protein properties, we discuss the 
causes of protein-specific differences in the strength of 
purifying selection and summarize the general patterns 
that have emerged from studying positive selection.

These analyses have revealed some unexpected 
findings. Genomic variations in mutation and 
recombination rates seem to have only a small 
(albeit measurable) influence on protein evolution; 
the same seems to be true for protein interactions. 
Surprisingly, the overall importance of proteins (or 
conversely their dispensability) also seems to be a rela-
tively poor predictor of evolutionary rate. Studies on 
the yeast Saccharomyces cerevisiae indicate instead 
that the strongest predictor of evolutionary rate is 
the expression level of a protein. Furthermore, and 
in contrast to expectations from the neutral theory, 
many amino-acid changes seem to be due to positive 
selection, often reflecting arms races or compensa-
tory mutations rather than adaptation to changed 
environments.

*European Molecular 
Biology Laboratory, 
Meyerhofstrasse 1, D-69012 
Heidelberg, Germany.
‡Department of Zoology, 
University of Oxford, Oxford 
OX1 3PS, UK.
§Faculty of Life Sciences, 
University of Manchester, 
Michael Smith Building, 
Oxford Road, Manchester 
M13 9PT, UK.
||Department of Biology & 
Biochemistry, University of 
Bath, Claverton Down, Bath 
BA2 7AY, UK.
Correspondence to M.J.L.
e-mail: 
M.J.Lercher@bath.ac.uk
doi:10.1038/nrg1838

Genetic drift
The stochastic changes in allele 
frequencies in a population 
that occur owing to random 
sampling effects in the 
formation of successive 
generations.

Purifying selection
The removal of a deleterious 
genetic variant from the 
population owing to 
the reduced reproductive 
success of its carriers.

An integrated view of 
protein evolution
Csaba Pál*‡, Balázs Papp§ & Martin J. Lercher*||

Abstract | Why do proteins evolve at different rates? Advances in systems biology and 
genomics have facilitated a move from studying individual proteins to characterizing 
global cellular factors. Systematic surveys indicate that protein evolution is not 
determined exclusively by selection on protein structure and function, but is also affected 
by the genomic position of the encoding genes, their expression patterns, their position in 
biological networks and possibly their robustness to mistranslation. Recent work has 
allowed insights into the relative importance of these factors. We discuss the status of a 
much-needed coherent view that integrates studies on protein evolution with 
biochemistry and functional and structural genomics.
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Positive selection
The accelerated spread of a 
beneficial genetic variant in 
the population owing to the 
increased reproductive success 
of its carriers.

Dispensability
A measure that is inversely 
related to the overall 
importance of a gene. It is 
usually approximated by the 
fitness (or growth rate) of 
the corresponding gene 
knockout strain under various 
laboratory conditions.

Transition matrix
A matrix that contains the 
probabilities of each type of 
amino-acid substitution for a 
given period of evolution.

The evolution of amino-acid sequences is inextri-
cably linked to the evolution of associated regulatory 
sequences and synonymous coding sites (which affect 
translational efficiency and mRNA stability). With the 
exception of considerations that relate to protein struc-
ture and interactions, the topics outlined below might 
be equally relevant to the evolution of such sites.

Influence of regional genomic properties
Protein evolution requires two steps: the mutation of 
nucleotides that code for amino acids, and the fixation 
of new variants in the population. The probability of 
fixation depends on the fitness effect of mutations10–12; 
the new variant can be neutral or nearly neutral (and so 
governed purely or largely by genetic drift, respectively), 
deleterious (and consequently opposed by purifying 
selection), or advantageous (and therefore supported by 
positive selection). Although most analyses of protein 
evolution aim to identify selective forces, both mutation 

rate and efficiency of selection (and so fixation prob-
ability) vary systematically across genomic regions, 
as discussed in this section. This variation results in a 
component of evolutionary rate that is independent of 
the properties of individual proteins.

Variation in mutation rate. Although genomic variation 
in mutation patterns has been observed in diverse bacte-
rial and eukaryotic species, the best evidence for such 
variation comes from mammals, in which it is found on 
different genomic scales13: between nucleotides14, and 
within and between chromosomes15.

Variation in nucleotide mutation rate causes an 
associated variation in the rate of protein evolution. 
This relationship is supported by a recent analysis16, 
which concluded that the amino-acid changing 
(non-synonymous)15,17 and amino-acid conserving 
(synonymous)15,18 nucleotide sites of neighbouring 
mammalian genes evolve at similar rates. What frac-
tion of the variation in protein evolution is attribut-
able to these mutation-rate differences? The answer 
is unclear, partly because some of the factors that are 
associated with variation in mutation rate also influ-
ence the fixation probability of new mutants. For 
example, genomic regions with high mutation rates 
also have high expression levels19 and recombination 
rates20, where both high expression and high recom-
bination are associated with a reduced fixation rate of 
deleterious mutation.

Recombination gives a particularly clear example of 
this problem. The association between recombination 
and mutation rates is probably caused by error-prone 
polymerases, which are involved in the repair of double-
strand breaks that initiate recombination21. However, 
the mutagenic effects of recombination have remained 
neglected by theoreticians, which instead focus exclu-
sively on the role of recombination in decoupling the 
evolution of physically linked loci22. This omission is 
especially worrying for models that examine the spread 
of favourable mutations, as expectations from such mod-
els are similar to those from a neutral null model that 
is based on mutational effects alone: both predict 
that proteins encoded by genes under high recombination 
rates should evolve quickly23.

Another potential problem with assessing the effect 
of mutation-rate variation on protein evolution lies in 
the fact that nucleotide mutation rates are often meas-
ured by the substitution rate at synonymous sites. Based 
on this method, it has recently been suggested that as 
much as 40% of the variation in protein evolution might 
be attributable to differences in the underlying mutation 
rate24. However, there is evidence for selection on synon-
ymous sites in many organisms, including mammals25, 
and therefore rate of evolution at synonymous sites is 
only a crude approximate measure of mutation rate. To 
solve this question conclusively, variation in nucleotide 
mutation rates across the genome would have to be 
estimated experimentally. Obtaining such an estimate is 
beyond the scope of current studies, although progress 
in sequencing technology might make advances possible in 
the near future.

Box 1 | Measuring protein evolution

The rate of evolution is obtained by calculating the evolutionary distance between 
sequences that are derived from a common ancestor, and then dividing this 
distance by the evolutionary time elapsed since the divergence of the species 
concerned. If we are interested in relative rates among proteins within the same 
genome, we can equally use the distances themselves. Evolutionary distances are 
measured as the number of substitutions per site. However, multiple substitutions 
can occur at the same site. To correct for such hidden substitutions, we require a 
model, given in the form of a transition matrix between different states (amino 
acids, codons or nucleotides). See REF. 110 for an excellent discussion of the 
different methods to estimate evolutionary rates. Although some simpler models 
can be solved analytically, calculations are usually carried out numerically, for 
example, in a maximum-likelihood framework (for an overview of computer 
packages see REF. 111).

To estimate distances, it is first necessary to identify orthologous proteins, and to align 
those amino-acid positions that are derived from the same ancestral site. Different 
amino-acid sites might be under different selective pressures, and so are likely to change 
in different ways. This variation can be modelled by assuming that each site has a rate 
that is drawn from a distribution, with the distribution shape constituting another model 
parameter.

Estimation from amino-acid sequences
The simplest substitution model assumes that all types of amino-acid substitution are 
equally likely. In this case, the probability of k substitutions at any given site follows a 
Poisson distribution. However, substitutions occur more often between amino acids that 
are similar in their biochemical properties. Empirical transition matrices are estimated 
from large sets of protein sequence alignments; statistical criteria can be used to select 
the best fit for the sequences under study112.

Estimation from nucleotide sequences
Amino-acid changes are based on nucleotide mutations of the encoding genes. In 
contrast to amino-acid-based models, it is feasible to estimate the transition matrix for 
each analysed pair of sequences individually; again, the best-fitting model can be 
selected on the basis of statistical criteria113. The rate of protein evolution is then 
measured as non-synonymous distances (termed dN or KA), which are obtained by 
dividing the number of non-synonymous changes by the number of non-synonymous 
sites (that is, sites at which substitutions lead to amino-acid changes)110.

Estimation from codon sequences
Nucleotide-based models can account for nucleotide mutational biases, whereas 
amino-acid-based methods can account for different substitution probabilities between 
amino-acid pairs. To combine the strengths of these two approaches, it is necessary to 
consider substitutions between codons. This method is feasible for reasonably long 
alignments114, and results in estimates of dN and ω = dN/dS, the ratio of non-synonymous 
to synonymous rates, which reflects selection pressures on the protein110.
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Maximum-likelihood 
framework
A method that takes a model 
(for example, of sequence 
evolution) and searches for the 
combination of parameter 
values that best describes the 
observed data (for example, 
the aligned sequences).

Synonymous (change)
A nucleotide change in the 
protein-coding region of a gene 
that leaves the encoded amino 
acid unchanged.

Nearly neutral (mutation)
A mutation is nearly neutral 
when its fitness effect is too 
small to be governed only by 
selection, and so its fate is 
determined largely by 
genetic drift.

Non-synonymous (change)
A nucleotide change in the 
protein-coding region of a 
gene that alters the encoded 
amino acid.

Interference 
(Hill–Robertson effects)
A phenomenon that describes 
a reduction in the efficiency at 
which selection functions 
simultaneously at genetically 
linked sites, especially in 
regions of low recombination.

Variation in recombination rate. Protein evolution 
requires that a mutant spreads until it is fixed in the 
population (that is, it reaches a frequency of 100%). 
The fixation probability depends on selection on the 
mutants. However, efficient selection on individual 
proteins can be hindered by genetic linkage: proteins 
that are encoded by neighbouring genes do not evolve 
independently23,26. Harmful mutations can impede the 
spread of linked advantageous alleles; conversely, if 
the latter make it to fixation, then the harmful muta-
tions might hitchhike with them. By breaking up 
the linkage between neighbouring loci in meiosis, 
recombination increases the efficiency of selection. 
Consequently, in regions of high recombination, 
harmful mutations have a lower chance of spreading, 
whereas advantageous mutations can accumulate 
more easily. Depending on the relative occurrence of 
these types of mutation, higher recombination rates 
can therefore either decrease or increase the rate of 
protein evolution.

Consistent with the idea that recombination 
boosts the action of selection, the mean and variance 
of protein evolution rates are reduced in regions of 
low recombination in Drosophila melanogaster and 
Drosophila simulans27. This observation cannot be 
attributed to regional differences in mutation rate, 
and is consistent with the claim that positive selection 
drives a substantial fraction of amino-acid substitu-
tions in these Drosophila species28. Further support 
comes from the recent observation that proteins that 
are encoded in genomic regions with reduced recom-
bination rates suffer more segregating, mildly deleteri-
ous mutations, and fix fewer beneficial mutations than 
genes that experience more recombination29. However, 
it is unclear how many of these correlations remain 
after controlling for confounding variables.

One such potential confounding factor is transcrip-
tion: highly expressed proteins tend to evolve slowly30–33, 
whereas transcriptionally active regions also seem to be 
more prone to meiotic recombination34,35. Accordingly, 
although a lower rate of evolution in regions of high 
recombination in yeast seems to be superficially con-
sistent with increased efficiency of purifying selection 
against mostly deleterious mutations, this association 
disappears when controlling for expression level35. If this 
observation can be generalized to other species, previous 
attempts to study variation in the intensity of selection 
by examining the covariance of protein evolution with 
recombination must be treated with caution: the covari-
ance of both variables with germ-cell expression levels 
has to be eliminated as causative.

From the existing analyses, it seems that fine-scale 
variation in recombination rate has had little effect on 
protein evolution. Why might this be so? Interference 
across sites can be largely alleviated with a very low 
rate of recombination22. Therefore, it is conceivable 
that only asexual chromosomes experience enough 
interference to accumulate harmful mutations. For 
example, on the neo-Y chromosome of Drosophila 
miranda (which became non-recombining ~1 million 
years ago), 24% of amino-acid substitutions evolved as 
if they were neutral, compared with 6% on the recom-
bining homologous neo-X chromosome36. Many of 
the changes on this chromosome are deleterious, and 
seem to have hitchhiked to fixation with a few strongly 
advantageous substitutions37.

In summary, although the role of recombination-
rate variation in protein evolution seems to be limited, 
to fully understand it we have to first understand the 
genomic distribution of fitness effects and control for 
confounding variables such as expression levels.

Purifying selection
Most variation in the rate of protein evolution is due to 
protein-specific properties rather than to genomic influ-
ences. Several properties have long been suggested to be 
important factors, including overall protein importance, 
structural constraints and pleiotropy. More recently, a 
strong influence of protein-expression patterns has been 
discovered. These factors are discussed in turn below.

Fitness density. Zuckerkandl proposed 30 years ago 
that the evolutionary rate of a protein is primarily 
determined by its functional density, that is, by the 
proportion of its sites that are involved in specific 
functions38. However, the term functional density 
might be misleading, as selection that is unrelated to 
protein function can also affect protein sequences, for 
example, to increase translational efficiency or accu-
racy. For this reason, the term fitness density has been 
suggested instead39.

To predict the effect of selection on the protein as a 
whole, we must consider not only the proportion of sites 
that are affected by selection, but also the distribution 
of selection strength at these sites (FIG. 1). Fitness (or 
functional) density measures how much the fitness 
(or function) of a mutant protein is changed relative to 

Box 2 | Predicting disease-causing mutations from evolutionary patterns

The debilitating effect of disease-causing mutations creates selective pressures, the same 
pressures that have probably resulted in sequence conservation over evolutionary time. 
Therefore, variation in evolutionary rate across amino-acid sites can be used to predict 
the severity of medically relevant phenotypes. As expected, disease-associated amino-
acid changes occur more often at evolutionarily conserved residues. Moreover, the types 
of amino-acid change that are associated with disease are those that are not commonly 
found among closely related species: physico-chemical differences are much more 
radical for disease-causing mutations than for substitutions between related species115.

Sequence conservation across species has been used to classify the human SNPs that 
affect amino-acid sequences116,117 (for a more detailed account see REF. 118); web servers 
are available that attempt to predict which substitutions are most likely to pathologically 
disrupt function for any protein of interest (for example, the Sorting Intolerant from 
Tolerant (SIFT) database, which predicts, from sequence comparisons, whether a 
mutation results in a deleterious phenotype116, and PolyPhen — Prediction of Functional 
Effect of Human nsSNPs, which predicts the functional effects of mutations from 
sequence comparisons and biophysical variables117). The underlying algorithms (some of 
which also use structural or functional protein annotation) rely on the assumption that 
evolutionary rates are determined mostly by stabilizing selection; a comprehensive 
understanding of the other factors that contribute to rate variation would greatly 
improve the predictive power of these algorithms.

Although mutations at the most conserved sites of disease-associated genes are those 
most likely to be involved in pathology, it is currently unclear whether disease genes as a 
class evolve slower103 or faster5 than the rest of the genome.
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Fitness density
The proportion of residues in a 
protein that are under natural 
selection, with the contribution 
of each site weighted by the 
fitness effects of mutations. 
Besides functional 
requirements, selection can 
favour many fitness 
components, including stability 
and robustness against errors. 
Therefore, fitness density is 
expected to be higher than 
functional density.

Imprinted gene
A gene in which expression is 
determined by the parent from 
which it is inherited.

that of the wild type. To estimate the selection strength 
on the mutant organism, this fitness change has to be 
scaled by the overall importance of the protein (which is 
inversely related to its dispensability). These considera-
tions predict that fitness density and dispensability are 
the two most important factors in protein evolution.

The concept of fitness (or functional) density assumes 
that fitness effects are additive across sites. Whereas most 
sites might be approximately decoupled in this way, there 
are strong epistatic interactions between pairs or groups 
of individual sites. After a mutation at one such site, a 
compensatory mutation at a paired site can be selectively 
advantageous even if it was deleterious in the wild-type 
background40–42. Because their fitness effects depend on 
a genetic background that might vary within a popula-
tion, such compensatory mutations blur the distinction 
between purifying and positive selection (see below).

Protein dispensability. Any reduction in protein per-
formance will produce stronger fitness effects in a 
protein that makes a higher overall contribution to 
fitness — a protein that is less dispensable when knocked 

out experimentally. As a consequence, the fitness effects 
of mutations in less dispensable proteins are less likely 
to fall below the threshold 1/2Ne   (where Ne   denotes 
effective population size). This threshold separates nearly 
neutral from deleterious mutations11: the former can go 
to fixation by genetic drift, whereas the latter are effi-
ciently opposed by purifying selection. If the spread of 
nearly neutral mutations is the dominant source of evo-
lutionary change (an assumption that is at the heart of 
the ‘nearly neutral theory’11), then the higher fraction 
of such mutations in more dispensable proteins would 
cause them to evolve faster8. Population genetic simula-
tions indicate that this effect should be especially strong 
when only genes with relatively small fitness effects 
(around 1/2Ne) are compared43, as proteins with much 
stronger fitness effects are under selective constraints 
that are comparable to essential proteins43.

There is indeed a significant correlation between protein 
dispensability and evolutionary rate in S. cerevisiae43 (FIG. 2), 
in bacterial species44 and in Caenorhabditis elegans45. 
Although most of these studies lack appropriate controls 
for confounding variables such as expression level46, a 
recent detailed statistical analysis showed that protein 
dispensability and expression rate make independent 
contributions to protein evolution47 (but see REF. 48).

However, there are two substantial problems with 
linking protein evolution and dispensability. First, con-
trary to theoretical expectations and original claims43, 
this relationship only holds when essential and non-
essential proteins are contrasted49: quantitative growth-
rate data from yeast provide no strong support for the 
theory when essential proteins are excluded46. Second, 
dispensability explains only a relatively low fraction of 
the rate variation33,46,48 (but see REF. 47). There are several 
potential explanations for these two observations.

Fitness that is measured under nutritionally generous 
laboratory conditions provides only a crude approxima-
tion to the importance of the protein in the wild. Indeed, 
most yeast enzymes that are marked as dispensable seem 
to make important fitness contributions in specific envi-
ronments50. As long as organisms regularly encounter 
these environments, selection might act efficiently on 
these proteins. Furthermore, dispensability can usually 
only be measured in extant species, and values might not 
be representative for the past evolution of the protein49. 
Indeed, the correlation between dispensability and rate 
of evolution is stronger for closely related species49.

Moreover, fitness is measured for complete gene 
knockouts, whereas evolution proceeds largely through 
point mutations. How protein performance reductions 
correspond to fitness reductions is probably very differ-
ent for different classes of protein. Consistent with this 
reasoning, protein dispensability is indeed much more 
strongly correlated with the propensity for complete loss 
of genes than with sequence evolution rates51.

More fundamentally, and contrary to the nearly neu-
tral theory of evolution, positive selection might not be a 
negligible force46 (see below). Indeed, after controlling for 
positively selected genes, there is no correlation between 
dispensability and rate of evolution in rodents52. Similarly, 
a recent analysis of mammalian genes found that essential 

Box 3 | Some unsolved problems in protein evolution

What is the distribution of fitness effects of mutations? 
Despite its obvious relevance, only a few pioneering studies have estimated the 
distribution of fitness effects of mutations (for example, see REF. 119). Even the relative 
occurrence of neutral, beneficial and deleterious mutations is still a matter of intensive 
debate11,12,28,90. Obtaining precise population-diversity data on the genomic scale, 
together with new methodological developments120, will help to resolve these issues.

How does adaptation proceed at the molecular level? 
This seemingly simple question incorporates many of the fundamental problems in 
evolutionary biology. First, it remains unclear how often adaptation at the molecular 
level proceeds through maladaptive states40,41. Theoretical and empirical studies indicate 
that adaptation frequently involves few mutations with large contributions to fitness that 
are later adjusted by numerous mutations with small effects67,121. How potential trade-
offs between different functional and structural requirements affect the fitness 
distribution is largely unclear (but see REF. 122).

Is neutrality an evolving trait? 
It has been claimed that selection might favour organisms that are especially robust to 
genetic and environmental perturbations, which leads to an increase in selectively 
neutral variants. Therefore, rather than being a mere result of constraints on protein 
structure and function, the fraction of neutrally evolving sites might itself reflect an 
evolved property91. Consistent with this proposal, conserved genes are especially likely 
to undergo diversification by either gene duplication123,124 or alternative splicing125; both 
these processes relax purifying selection pressure, which leads to an immediate increase 
in evolutionary rates87,126.

Metabolic efficiency and protein evolution
If two amino acids at a given position on the protein can do the same job, then selection 
might favour the retention of the one for which synthesis requires less energy. The 
amino-acid compositions in the proteomes of Escherichia coli and Bacillus subtilis reflect 
the action of such selection pressure88. The effect of this force on protein evolution is 
largely unknown (but see REF. 33).

Is haploid selection a significant force on protein evolution? 
In diploid organisms, mutations are exposed to more efficient selection pressure when 
expressed in genomic regions that have haploid expression patterns (for example, 
imprinted genes, or sex chromosomes in the heterogametic sex). Therefore, harmful 
mutations are expected to have a lower chance of spreading in genomic regions with 
haploid expression, whereas advantageous mutations can accumulate there more easily. 
Consistent with this idea, genes on the human X chromosome show an elevated 
tendency for positive selection92.
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Effective population size
The number of individuals in a 
population that contribute to 
the next generation. It is 
generally much smaller than 
the number of individuals 
in the population, and is 
influenced by factors that 
include population structure, 
sex ratio, mating system and 
age distribution.

Essential protein
One for which deletion of the 
encoding gene results in a 
lethal phenotype, which is 
usually measured under 
laboratory conditions.

Orthologous
Proteins that are encoded by 
genes that evolved from a 
common ancestral gene 
through speciation.

Protein designability
The number of possible 
amino-acid sequences that are 
compatible with a given protein 
structure.

Overdispersion
When the variance in the 
substitution rate across 
lineages exceeds its mean. 
This indicates that the 
substitution process does not 
follow a Poisson distribution.

fertility proteins that affect only one sex (mostly the 
male) evolve faster than essential viability genes53. This 
difference indicates that the intensity of positive selection 
rather than dispensability determines the evolutionary 
rates of these proteins53.

Overall, functional importance (or dispensability) 
seems to be a statistically significant, but overrated, 
determinant of protein evolution.

Protein structure and stability. Irrespective of their 
dispensability, most proteins require a suitable three-
dimensional structure to function. This native struc-
ture must be sufficiently thermodynamically stable to 
ensure that enough active proteins are available in the 
cell. However, mutation experiments indicate that a large 
fraction of amino-acid substitutions have a biologically 
significant effect on protein stability54 and activity55. 
Most mutations will destabilize rather than stabilize 
protein structure41. Although the most obvious effect of 
changes in stability and structure might be loss of func-
tion, even slight reductions in the efficiency and accu-
racy of protein folding can lead to protein aggregation 
and toxicity56. Because individual mutations can both 
decrease and increase structural stability, many amino-
acid substitutions might in fact be compensating for 
deleterious substitutions at other sites of the protein41 
(see below).

The best evidence for selection on protein stability 
per se (with little or no change in protein function) 
comes from studies of temperature adaptation57. Proteins 
of thermophilic organisms are thermodynamically more 
stable than orthologous proteins of relatives that live at 
moderate temperatures, thereby ensuring resilience 
to high temperatures in thermophilic organisms58. A 
fundamental role of selection for thermodynamic 

stability in shaping molecular evolution has been dem-
onstrated by studies that simulated sequence evolution 
under structural constraints. Sequences that are required 
to be thermodynamically compatible with a given struc-
ture showed amino-acid conservation patterns that are 
similar to those observed in natural proteins59,60. That 
structural constraints enhance the strength of selection 
on specific amino-acid sites is also supported by stud-
ies on site-to-site variation in evolutionary rates61,62. For 
example, rates of non-synonymous changes are about 
twice as high on the surface of globular proteins as on 
sites that are less accessible to solvent62. Polymorphism 
data from Escherichia coli and Salmonella enterica 
indicate that this difference reflects a decrease in the 
strength of purifying selection with increasing solvent 
accessibility63.

Although structural constraints seem to be associated 
with a large fraction of among-site variation in protein 
evolution rates, it remains less clear what fraction of the 
variation across proteins they explain. Computational 
methods have revealed that protein designability — the 
number of possible sequences that are compatible with 
a given protein structure — is highly variable across 
structures64 (where structures with high designability 
are represented by more diverse sequences in nature64). 
It is therefore tempting to suggest that designability 
might partly determine the overall substitution rate 
of proteins.

To further understand the role of structure and stabil-
ity in protein evolution, researchers now need to link 
the structural effect of individual amino-acid substitu-
tions to the associated selection pressures. One promis-
ing strategy might be the combination of mutagenesis 
experiments and structural genomics with competitive 
selection experiments in microbes.

Box 4 | Rate variation in protein evolution across species

The molecular clock hypothesis, proposed in the early 1960s, suggests that protein evolution proceeds at an approximately 
constant rate over time (for details and further references see REF. 127). Recent systematic studies have convincingly 
shown that, overall, the evolutionary rates of the proteome vary considerably across species127, and current research 
focuses on the extent and causes of such deviations from a universal molecular clock.

One simple explanation is that variation in proteome evolution across species might reflect differences in the 
underlying mutation rates127, which are possibly caused by differences in DNA methylation, fidelity of DNA-repair 
mechanisms or production of DNA-damaging agents. As expected from the relationship between metabolic rate and 
mutation rate, there is an inverse relationship between body size (which determines metabolic rate) and protein 
evolution in mammals128. A confounding variable in this analysis is, however, generation time127,128.

A second possibility is that the efficiency of selection against deleterious mutants varies across species, owing to 
variations in effective population size and/or mode of reproduction. Enhanced rates of protein evolution in intracellular 
endosymbiotic bacteria is a well-studied example129. These organisms not only suffer increased mutation rates that are due 
to loss of repair enzymes, but also have markedly reduced population sizes and are generally asexual. Recent theoretical 
analyses claim that the rate of molecular evolution is less sensitive to population size differences than to the extent of 
genomic linkage130. However, comparisons of species with similar ecological niches indicate that substitution rates are 
indeed affected independently by both population size131 and mode of reproduction (for example, conversion to 
asexuality132 or inbreeding that is due to partial self-fertilization133).

Finally, rate variation across lineages could be caused by species-specific differences in the timing and frequency of 
adaptive evolution. Theoretical studies by Gillespie showed that the frequency of favourable variants sharply reduces as 
adaptation proceeds12. Moreover, adaptation at the molecular level frequently involves only a few adaptive steps, which 
indicates that protein evolution at a gene occurs in small bursts of adaptive substitutions. Although overdispersion of the 
molecular clock is generally considered to support these ideas, overdispersion could also arise from purely neutral 
evolution occurring under structural constraints134. So far, few empirical studies have directly investigated the role of 
adaptive evolution in shaping the molecular clock67.
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Module
A discrete entity that is 
isolated through spatial 
localization, gene-expression 
pattern, chemical specificity or 
position in biological network 
(for example, protein complex, 
metabolic or signal-
transduction pathways). 
Ideally, the biological function 
of a module is separable from 
that of other modules.

Overlapping reading frames
Adjacent protein-coding 
genes that share one or more 
nucleotides.

Position in biological networks. Protein structure might 
be further constrained by selection for interactions 
among proteins65, leading to a further increase in fitness 
density and a corresponding reduction in evolutionary 
rate38. This effect is similar to Fisher’s classical finding 
that pleiotropy reduces the likelihood of advantageous 
mutations and so limits the rate of adaptive evolution66,67. 
The first broad survey on yeast argued that central pro-
teins in protein interaction networks evolve slowly68. 
However, the original claim was probably affected by 
biases that are inherent in some protein interaction 
data sets69, and later studies found that the correlation 
between the number of protein interactions and the rate 
of protein evolution is weak or non-existent in yeast70,71 
and Helicobacter pylori71. Furthermore, expression rate 
might again be a confounding factor72.

The aforementioned studies did not distinguish 
between different types of interaction73. This omission 
might be an important shortcoming, as residues at the 
interfaces of obligate complexes — but not of transient 
interactions — tend to evolve slowly74. Moreover, the prop-
erties of the interacting partner also have an influence75.
The difference between obligate and transient interac-
tions might also explain the claim that evolutionary 
innovations tend to occur by altering the interactions 
between rather than within modules, which is reflected 
in the accelerated evolution of the connecting proteins 
(defined as those with transient interactions)76. Overall, 
whereas on theoretical grounds we expect that further 
interactions will increase the fitness density of a protein, 
current evidence does not support protein interaction as 
a strong evolutionary force.

How does the network position for other types of inter-
action affect protein evolution? Mammalian proteins with 
many co-expressed partners (the ‘hubs’ of co-expression 
networks) evolve slowly77. Although the rate reduction 
might be due to increased pleiotropy, expression breadth 
(see below) was not excluded as a confounding factor. 
Conversely, neither the position in regulatory networks78 
nor the position in metabolic networks70 seems to have 
measurable effects on the rate of protein evolution. 
However, for these networks it is not obvious how net-
work topology and protein pleiotropy are linked, and so 
the absence of a correlation is not necessarily surprising.

A different measure of pleiotropy is provided by the 
number of biological processes in which a protein is 
involved. Although there is a highly significant negative 
correlation between this number and the rate of protein 
evolution in S. cerevisiae, multifunctionality explains  
less than 1% of the variation79. There is also a positive 
correlation between environmental specificity and the 
rate of protein evolution, but again the effect seems to be 
weak79. A more convincing example of the importance of 
pleiotropic constraints comes from the analysis of neigh-
bouring viral genes with overlapping reading frames80. As 
expected, the overlapping nucleotide regions evolve at 
very low rates compared with those of non-overlapping 
regions of the genes80.

Developmental timing. Two easily accessible biologi-
cal measures are probably informative about the level 
of pleiotropy: the timing of gene expression in devel-
opment and its tissue specificity (discussed below). 
Taxonomically diverse studies have revealed that 
morphological and molecular conservation of animal 
development follows an ‘hourglass’ model81, where both 
early and late stages of development are variable, with 
an intermediate, conserved ‘phylotypic’ stage81. One 
potential explanation for this pattern is that pleiotropy 
is highest in the middle stages of development, whereas 
mutations in genes that function either in earlier stages 
(within blocks of undifferentiated cells) or in later 
stages (within differentiated tissues) do not influence 
the overall course of development.

Although the original observations were based on 
gene content and expression conservation across phyla, 
studies in D. melanogaster 82 and the mouse83 indicate 
that the hourglass model also applies to protein sequence 
conservation. By contrast, there is no such trend in 
C. elegans 84. It is difficult to discern whether this dis-
crepancy simply reflects differences in the available data 
sets, or whether it is due to the peculiarly low flexibility 
of worm development.

Caenorhabditis elegans proteins that are expressed 
predominantly after reproductive maturity evolve more 
rapidly than larval proteins2, a pattern that is also found 
in D. melanogaster 82. This observation seems to be 
consistent with theories of senescence that propose that 
there is relaxed selection late in life2.

Although there is evidence that the timing of expres-
sion affects the rate of protein evolution, this relation-
ship could reflect not only differences in the strength 
of purifying selection, but also varying levels of positive 

Figure 1 | Distribution of mutation effects and evolutionary conservation across 
a DNA-repair enzyme. The three-dimensional structure of human 3-methyladenine 
DNA glycosylase (Protein Data Bank: 1F4R). Colours in panel a quantify the fraction of 
mutations that abolish function at each amino-acid site of the enzyme55; this value 
provides a rough estimate of the contribution of each site to fitness density. Colours in 
panel b quantify variability among 159 homologous proteins contained in the 
UniProtKB knowledgebase, calculated using the ConSurf web server (a server that 
calculates site-specific amino-acid conservation scores using phylogenetic 
methods)135. The least mutable sites are usually those that are least variable, that is, 
most conserved in evolution. The interacting DNA molecule is depicted as grey lines; 
interaction sites, especially the nose pushing the DNA into the active site (see arrow), 
are among the least mutable and most conserved sites. Panel a is re-drawn from the 
data in REF. 55 using PyMOL.
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Lethal Defective 
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Normal 
growth

Sexual selection
Competition among 
members of one sex for 
mating opportunities with 
the other sex.

Gene conversion
Non-reciprocal transfer 
between a pair of non-allelic or 
allelic DNA sequences during 
meiosis and mitosis, such that 
the receiving sequence 
becomes more similar to the 
donating sequence.

Codon usage bias
The non-random usage of 
synonymous codons for the 
same amino acid.

selection that are, for example, due to sexual selection or 
host–pathogen interactions in adults (see below). In 
support of this interpretation, the intensity of positive 
selection that is associated with the evolution of male 
gametes varies considerably through development and 
functions primarily on phenotypes that develop late in 
spermatogenesis85.

Expression breadth and expression level. An obvious cor-
relate of pleiotropy in multicellular organisms is breadth 
of expression: proteins that are expressed in many tis-
sues have to operate under diverse cellular conditions 
and might interact with diverse proteins. As expected, 
broadly expressed proteins in mammals30,86, insects30 and 
plants31 evolve more slowly than tissue-specific proteins. 
A similar relationship can be seen when exons of a given 
gene are considered: alternatively spliced exons (which 
are generally also tissue specific) evolve at higher rates 
than constitutively spliced exons87.

However, expression breadth is strongly correlated 
with expression level, that is, the number of transcripts 
per cell30. Therefore, expression level rather than high 
pleiotropy might affect evolutionary rate. Studies on 
both multicellular30,31 and unicellular32,33organisms 
have confirmed a negative correlation between expres-
sion level and rate of protein evolution. However, at least 
in mammals, it seems that expression breadth explains 
more of the variation than expression level: the negative 
correlation between divergence and expression rate dis-
appears when controlling for expression breadth (M.J.L., 
unpublished observations). In the unicellular yeast 
(where, by definition, there is no variation in expression 
breadth), expression level explains 30–50% of the vari-
ation in the rate of protein evolution32,39,48 (FIG. 3), much 
more than any other known variable.

What causes this strong correlation between evolu-
tionary rate and expression level, at least in yeast? It is 
unlikely to be a secondary effect that is caused by cor-
relations of both factors with one of the usual suspects, 
such as dispensability, pleiotropy that is due to protein 
interactions, functional classification, gene-conversion 
rate or mutation rate32,39. Moreover, it is unlikely that 
selection on mRNA secondary structure is responsible: 
such selection would affect synonymous sites more than 
non-synonymous sites, the opposite to what is seen39. 
One might argue that highly expressed genes should use 
energetically cheap amino acids to reduce the total cel-
lular costs of amino-acid synthesis88. However, although 
the amino-acid composition in the proteomes of E. coli 
and Bacillus subtilis reflects the action of such selection 
pressure88, this pressure does not seem to influence the 
rate of protein evolution33.

Recently, it has been suggested that selection on the 
speed and accuracy of translation might influence not 
only codon usage bias, but also protein evolution. The 
latter would be expected if translation into certain amino 
acids were more efficient than into others89. However, 
translational accuracy is unlikely to explain the corre-
lation between expression level and the rate of protein 
evolution, as this correlation remains after controlling 
for adaptive codon usage39.

However, the reduction in protein evolutionary rate 
seems to be coupled to the production rate of proteins 
rather than their abundance39. This observation is con-
sistent with a recent suggestion that robustness against 
mistranslations might be responsible for the observed 
effects39. Missense translation errors might affect nearly 
20% of all produced proteins39. By increasing the prob-
ability of misfolding, they result in a higher risk of 
protein aggregation and toxicity56. This aggregation is 
unproblematic for proteins with low abundance, but 
might result in a substantial cellular burden for the 
most highly expressed proteins39. Therefore, selection 
might favour amino-acid sequences that reduce the risk 
of incorrect folding even in the presence of incorrectly 
translated amino acids. By directly comparing stabil-
ity and aggregation risk in highly and lowly expressed 
genes, mutagenesis experiments could test this exciting 
hypothesis.

Overall, four factors that are associated with puri-
fying selection seem to influence the rate of protein 
evolution: gene dispensability (albeit to a lesser extent 
than commonly assumed); protein structure and sta-
bility; pleiotropy (reflected in the role of diversity in 
protein interactions, biological processes and expres-
sion); and expression level. Expression level seems 
to be the strongest predictor of evolutionary rate, at 
least in unicellular species; selection for structural 

Figure 2 | Gene dispensability and rate of protein 
evolution. The rate of protein evolution is weakly 
associated with the severity of the fitness effect of 
gene deletions in yeast (ANOVA: R2 = 0.073, P < 10–9, 
N = 2,979, df = 2). However, most of this effect is 
due to the difference between essential (lethal) and 
non-essential (defective or normal growth) genes 
(ANOVA: R2 = 0.061, P < 10–9, N = 2,979, df = 1). Among 
the significantly slow growing strains (defective growth), 
relative growth rate (fitness) does not correlate with rate 
of evolution (Pearson: R2 = 0.001, P = 0.47, N = 478). Gene 
dispensability data are from REF. 136, where the authors 
measured the growth rate of each gene deletant strain 
in a rich medium and identified genes with significantly 
slow-growing phenotypes (defective growth). 
Evolutionary rate (non-synonymous divergence) was 
calculated by Wall et al.47 using sequences from four 
yeast species of the Saccharomyces genus. Boxes show 
mean ± standard error.
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robustness against mistranslations has been put forward 
as a possible explanation39, but further experiments are 
necessary before we can consider this issue resolved.

Positive selection
So far our discussion has concentrated on the strength 
of selection against deleterious mutations. However, 
recent surveys indicate that positive selection on advan-
tageous protein changes can drive at least 20–45% of all 
amino-acid substitutions28,90.

The proportion of amino-acid substitutions that 
are fixed by adaptive evolution seems to be remark-
ably constant across the genome: fast-evolving genes 
have higher numbers of both adaptive and neutral 
substitutions28. This correlation indicates that neutral 
evolution might have a constructive role during adapta-
tion by enabling local exploration of sequence space91. 
By contrast, genes with high fitness density (due to 
high pleiotropy for example) might have relatively few 
unconstrained sites and are less likely to contribute to 
adaptation66,67. Factors that influence pleiotropy, which 
were discussed above in the context of purifying selec-
tion, might therefore be equally relevant to positive 
selection.

Although similar factors seem to influence the 
strength of purifying selection in all lineages (see above), 
the weight of positive selection is placed on different 
biological processes across lineages84. As outlined below, 
some general patterns still emerge.

Arms races. Positive selection is not necessarily a sign 
of adaptation at the organism level67: arms races might 
enforce change just to maintain the status quo. Arms 
races occur between competitors either within or across 
species. An obvious example are host–parasite inter-
actions, which probably explain the fast evolution of 
human immunity genes92.

Arms races within species might reflect intraspecies 
competition for limited resources. A striking example is 
the observation of continuing positive selection over thou-
sands of phage generations in a non-selective setting93. 
In many sexually reproducing species, the ultimate 
limiting resource is access to reproduction. The ensuing 
competition leads to an arms race among members of the 
same sex, usually most pronounced in the male (where 
variation in reproductive success is higher). Sexual selec-
tion might be behind the fast evolution of male-biased 
genes in D. melanogaster94 and humans92.

Compensatory substitutions. A very different reason for 
positive selection without adaptation is the compensa-
tion of a deleterious mutation by a mutation at another, 
epistatically interacting, site in the genome; the latter 
mutation would then be positively selected, even if it 
was deleterious in the wild-type background40,41. The 
commonness of compensatory mutations is indicated 
by the observation that for each deleterious amino-acid 
substitution, there might be as many as 10–12 potential 
mutations at other sites that can compensate for the loss 
in fitness42. Unsurprisingly, organisms with high muta-
tion rates (for example, viruses95 and endosymbionts96) 
provide the clearest examples of compensatory evolu-
tion. But even for humans, a remarkably high fraction 
of pathogenic mutations are fixed in other closely 
related species, probably reflecting compensatory 
substitutions40.

Because individual mutations can either decrease or 
increase the stability of protein structures depending 
on other sites, it has been suggested that compensatory 
mutations are particularly important in maintaining 
protein structure in evolution41. Consistent with this 
view, a recent study97 found that after an amino-acid 
substitution has occurred, the probability that a sec-
ond substitution occurs at a structurally interacting 
site is substantially increased; for ionic interactions it is 
amplified almost 5 times above chance expectations.

The importance of compensatory mutations for fixed 
deleterious amino-acid substitutions was recently stud-
ied experimentally in a DNA bacteriophage95. Fixation of 
a compensatory mutation was found to be twice as likely 
as reversion to the wild-type sequence. However, even in 
this simple organism, approximately half the compen-
satory mutations were observed outside the originally 
affected coding sequence, and therefore were not related 
to maintaining protein structure. As expected, the prob-
ability of compensatory substitutions increased with the 
severity of the deleterious fitness effect42,95.

The compensatory mutations discussed above func-
tion locally and compensate for mutations at one or a 
few sites. Conversely, global compensatory mutations 
(also termed global mutation suppressors) are able to 
mitigate the effect of mutations at numerous other sites 
within the same protein by increasing its stability39. An 
even higher level of global suppression is exemplified 
by a chaperone protein in the endosymbiotic Buchnera 
aphidicola, which evolved to compensate for the accu-
mulation of harmful mutations in protein-coding genes 
across the genome96.

Figure 3 | Gene-expression level and rate of protein 
evolution. Gene-expression level (measured as mRNA 
abundance on a rich medium137) correlates strongly and 
negatively with the rate of protein evolution in yeast 
(R2 = 0.29 for individual genes). Evolutionary rate (non-
synonymous divergence) was calculated by Wall et al.47 
using sequences from four species of the Saccharomyces 
genus. The same number of genes was assigned to each 
bin. Boxes show mean ± standard error.
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Adaptation. Despite the above emphasis on non-adaptive 
evolution, there are of course many cases in which 
positive selection reflects adjustment to new or changing 
environments. There are at least several such examples 
per ecological niche and type of species; we therefore 
restrict ourselves to mentioning some of the most excit-
ing case studies on human evolution. In our lineage, 
recent positive selection has affected many proteins that 
are involved in sensory perception, as well as proteins 
that are involved in the determination of brain size and 
in language processing98. Genes that are expressed in the 
CNS of primates have generally evolved at accelerated 
rates compared with rodents98. Remarkably, selection 
on some cognitive traits has persisted in anatomically 
modern humans99.

It has been suggested that adaptation often progresses 
through changes in protein expression rather than 
protein sequence. Consistent with this view, the most 
significant enrichment in positively selected proteins is 
found for those that are associated with transcriptional 
regulation100.

Overall, and in contrast to the nearly neutral theory, 
positive selection seems to be an important force in 
protein evolution. Despite obvious examples of adapta-
tion, many positively selected mutations occurred to 
uphold the status quo, endangered by substitutions either 
in the same genome (compensatory substitutions) or in 
competitors (arms races).

Conclusions and outlook
Systematic analyses of genomic data have demon strated 
the influence of a range of factors on the evolution 
of proteins101, encompassing positive selection (due 
to adaptation, arms races or compensatory interac-
tions), purifying selection (due to selection on protein 
function, structure and folding), and regional genomic 
influences (due to variation in mutation and recombi-
nation rates). However, we are not yet in the position 
to conclusively judge the relative importance of all 
these factors. Research needs to move from discuss-
ing whether each factor has any significant effect to 
what proportion of the variation it can explain. This 
step might sound easier than it actually is. Most of 
the important factors are correlated with each other 
(FIG. 4), and are measured at different accuracies. 
Currently, we have relatively few integrated analyses. 
One of the rare examples shows that in both E. coli 
and B. subtilis, expression rate affects the rate of evo-
lution more than functional category, essentiality or 
biosynthetic cost of amino acids33. In a similar vein, 
expression level was identified as the key variable in 
yeast among a large number of investigated factors, 
explaining 40-fold more variation in evolutionary rate 
than any other variable48 (but see REF. 47). New tech-
niques, some borrowed from artificial intelligence102, 
trained neural nets103 or structural equation models47 
will be needed to find the fundamental determinants 
of protein evolution.

It is also unclear to what extent the different factors 
influence the number of amino-acid sites that are under 
selection or the intensity of selection on particular sites. 
Systematic mutagenesis experiments have revealed 
that mutations affecting structural stability and other 
biophysical properties are distributed across the whole 
protein, unlike mutations that drastically affect func-
tion only54,55. In fact, these experiments show that most 
amino-acid replacements have biologically significant 
effects on protein stability41, which indicates that struc-
tural constraints are among the strongest contributors 
to fitness density.

More fundamentally, it is even unclear to what 
extent the factors that contribute to evolutionary 
rate variation derive their effect from influencing the 
strength of purifying selection (protein ‘importance’) 
versus the probability of positive selection (protein 
‘adaptability’)104. This topic requires further study 
through, for example, microbial selection experiments, 
or by combining comparative analyses with large-scale 
polymorphism data.

Further elucidation of the factors discussed in this 
review will be crucial to, and benefit from, the develop-
ment of a new integrated theory of protein evolution. 
Although population genetics provides a solid base for 
such a theory10–12, there have been only limited attempts 
so far to include the diverse factors discussed above in a 
single conceptual framework.

Several important hypotheses on protein evolution 
have so far remained largely untested. This is partly 
attributable to the dependence of protein evolution 
on the fine details of many unknown population 

Figure 4 | Interdependence between the factors that affect protein evolution. 
a | Transcription causes increased spontaneous mutation rates in Saccharomyces 
cerevisiae19 and Escherichia coli138, probably by exposing the non-transcribed ssDNA to 
mutagenic chemicals. b | Recombinational repair of double-stranded breaks in 
S. cerevisiae increases the frequency of nearby point mutations21. c | Genes that are close 
to recombination hotspots in S. cerevisiae are expressed at higher levels during 
vegetative growth than most other genes34. d | Essential genes are clustered in regions of 
low recombination in S. cerevisiae and Caenorhabditis elegans139. e | Proteins that are 
more dispensable tend to be expressed at lower levels than less dispensable ones46. 
f | More protein–protein interactions have been reported for highly expressed proteins 
than for low-abundance proteins in S. cerevisiae140. However, this correlation is not 
supported by all interaction-detection methods140, and might reflect a detection bias 
towards high-abundance proteins. g | It has been reported that essential genes have 
more protein–protein interactions than non-essential genes141. However, this correlation 
might be an artefact of biases in certain interaction data sets142.
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genetic parameters, such as population size, selective 
conditions, and rates of mutation and recombination. 
Long-term microbial selection experiments105, com-
bined with genomic analyses106, are a promising tool 
to resolve this problem in the laboratory. It is relatively 
straightforward to manipulate these variables experi-
mentally, and recent cost-efficient technologies facili-
tate the sequencing of complete genomes of ancestral 
and derived microbial strains106.

Clearly our discussion on protein evolution, which 
focused on point mutations, is incomplete. There are 
at least three other principal genetic mechanisms that 
contribute to the evolution of new functions: dupli-
cation and functional divergence of genes, protein 
domain shuffling107, and horizontal gene transfer across 
species. Many of the factors discussed in this paper 

will similarly influence the fixation of these events in 
populations. For example, the evolution of both gene 
duplicates108 and horizontally transferred genes109 is 
influenced by protein interactions.

The recent advances in our understanding of protein 
evolution can improve the predictive power of methods 
that rely on estimates of evolutionary rates. For example, 
when attempting to validate protein interaction data by 
comparing evolutionary rates7, or when identifying 
potential drug targets (for example, essential proteins) 
in microbes, under the assumption that they are slowly 
evolving6, it is paramount to control for gene expression 
as a confounding variable. The development of an inte-
grated theory would take such corrections from being 
ad hoc and approximate to being a fundamental aid in 
understanding the processes under study.
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